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Abstract: Browser users encounter a broad array of
potentially intrusive practices: from behavioral profil-
ing, to crypto-mining, fingerprinting, and more. We
study people’s perception, awareness, understanding,
and preferences to opt out of those practices. We con-
ducted a mixed-methods study that included qualita-
tive (n=186) and quantitative (n=888) surveys cover-
ing 8 neutrally presented practices, equally highlight-
ing both their benefits and risks. Consistent with prior
research focusing on specific practices and mitigation
techniques, we observe that most people are unaware of
how to effectively identify or control the practices we
surveyed. However, our user-centered approach reveals
diverse views about the perceived risks and benefits, and
that the majority of our participants wished to both
restrict and be explicitly notified about the surveyed
practices. Though prior research shows that meaningful
controls are rarely available, we found that many partic-
ipants mistakenly assume opt-out settings are common
but just too difficult to find. However, even if they were
hypothetically available on every website, our findings
suggest that settings which allow practices by default
are more burdensome to users than alternatives which
are contextualized to website categories instead. Our
results argue for settings which can distinguish among
website categories where certain practices are seen as
permissible, proactively notify users about their pres-
ence, and otherwise deny intrusive practices by default.
Standardizing these settings in the browser rather than
being left to individual websites would have the advan-
tage of providing a uniform interface to support notifica-
tion, control, and could help mitigate dark patterns. We
also discuss the regulatory implications of the findings.
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1 Introduction

The modern web browsing experience is trickier than
ever before. As techniques such as machine learning,
fingerprinting, profiling, and other forms of automated
reasoning become increasingly pervasive, users may ex-
perience them nearly constantly during everyday Inter-
net browsing. The application of these techniques can
often provide users with improved, safer, and more rele-
vant web experiences. However, they potentially become
invasive when there is a mismatch between users’ expec-
tations for privacy and security, and reality.

In this work, we use “potentially intrusive practices”
(PIPs) to generically refer to common third-party track-
ing methods, as well as other types of scripts that run
in the browser to collect data, monitor activity, redirect
users’ attention, or operate in the background to gather
something of value. We refer specifically to 8 categories
of practices that fit this definition: identity/sign-in ser-
vices, targeted advertising, behavioral profiling, report-
ing and analytics, fingerprinting, nag screens, session
replay, and crypto-mining. Each of these PIPs can raise
concerns associated with different dimensions of privacy
captured by Solove’s taxonomy [64], which we detail
in § 3.1. However, whether any of these practices are
viewed as intrusive or not is determined by the per-
sonal perspective of the individual — this user-centric
aspect is the subject of interest in our work. These 8
PIPs can offer clear benefits to websites and perceived
benefits to users. Generally, websites increasingly em-
ploy profiling, reporting and analytics, and session re-
play to improve their products and services, increase
business intelligence, and capitalize upon data broker-
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age [34]. Many websites use nag screens, crypto-mining, RQ5 How well can the existing settings capture users’

or targeted advertising to highlight new features, gen-
erate revenue from monetization, or make ads more rel-
evant, respectively [5, 41]. Sign-in services and finger-
printing are used ostensibly for user convenience and
security [67, 71]. However, PIPs are increasingly ubiq-
uitous [61], and lack transparency — many users expe-
rience annoyance, frustration, fear, or feelings of being
spied upon when they find out that they had been sub-
jected to them without their consent [6, 19, 81].

The predominant approach to managing PIPs on-
line is through notice and control [21]. Using a patch-
work of settings (e.g., tracking protection [78]), built-in
tools (e.g., private browsing mode), and third-party ex-
tensions (e.g., ad blockers), users have a variety of con-
trols to align their browsing experiences with their pri-
vacy expectations. However, these controls often fail to
achieve their goals due to users’ unwillingness to make
the effort to use them, various usability issues, or mis-
conceptions about how and when to use them [43].

Our work focuses on the notice and control made
available by the browser itself rather than the ever-
increasing array of third-party add-ons and tools. Of-
ten, add-ons require technical expertise and may not
be intended for the average user [47] who may not un-
derstand the diverse implications of their use [40]. Out-
side of this tool-centered perspective, few settings are
available in browsers or on websites for users to man-
age PIPs. Moreover, restricting PIPs using mechanisms
that are not explicitly supported by websites can be
fragile. Websites are constantly updated, and breakage
can occur when their contents are manipulated. As a
result, rather than risking breakage and losing users,
many browsers’ default settings are limited and there
is little that can be done to control PIPs [25, 51]. Of
the few controls which are supported explicitly on web-
sites, many involve redirecting users through complex
third-party opt-out procedures [§].

Thus, our work answers the following research ques-
tions, each focused on a different aspect of design:

RQ1 What are the signals that users rely on to determine
whether they are being subjected to PIPs or not
during browsing?

RQ2 What affordances do users associate with allowing
or restricting PIPs?
RQ3 Are there PIPs that users want to control (e.g.

allow/opt-in, or deny/opt-out), and subject to what
factors?

RQ4 What are users’ preferences to be notified about
PIPs on different types of websites?

preferences, how often would they ideally need to be
adjusted from the default, and what are the trade-
offs associated with alternative settings?

In short, managing online PIPs effectively is a sig-
nificant problem and would benefit from user-centered
research; PIPs are complex, pervasive, and the extent
to which users feel they have adequate notice and con-
trol over them is unclear. Moreover, prior research has
shown that users’ privacy expectations are not currently
fulfilled [8, 35, 36, 53, 79]. By modeling users’ expecta-
tions, understanding, and preferences, we propose ways
to improve the settings offered by browsers and shed
light on some of the potential implications of alterna-
tive designs for settings to manage PIPs.

Main Contributions
This work makes the following three main contributions:

1. This work contributes to an understudied niche and
focuses on the user’s perspective, rather than on
specific tracking technologies and tracking mitiga-
tion techniques. It provides new insights into the un-
derstanding, preferences, and expectations of users
toward PIPs beyond the tool-centric approach seen
in the prior art. Our user-centered approach ex-
poses users’ various misunderstandings and miscon-
ceptions about practices on different websites (e.g.,
believing there is no PIPs present if ads are not
present), which call for further attention from re-
searchers and practitioners.

2. Our results reveal ways to address participants’ un-
fulfilled desire to be notified about and opt out of
PIPs in different contexts, highlighting that their
preferences can extend across categories of websites.

3. Our findings present opportunities to revisit the
settings that browsers make available, characterize
their accuracy and user burden trade-offs, and high-
light new research challenges for these settings to be
better aligned with users’ expectations. We empha-
size the unique role browsers should play in cen-
trally managing and enforcing preferences in a neu-
tral manner, given the different incentives browsers
have in contrast to website operators.
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2 Related Work

In this section, we distinguish our work from prior re-
search exploring understanding and attitudes towards
potentially intrusive practices (PIPs), restriction mech-
anisms, opt-out and notification preferences.

2.1 User Modeling

Prior work in user modeling sought to elicit under-
standing and attitudes towards specific types of track-
ing, narrow definitions of PIPs, and in specific contexts.
Individual understanding and expectations have been
shown to vary [38, 58, 77], and these can impact be-
havior [13, 19, 66]. Attitudes towards PIPs on the web
may also vary significantly across demographics and
user populations. Studies have shown that some users
encounter difficulty and usability issues managing track-
ing related to targeted ads [2, 6, 35, 43] and social me-
dia [22, 57]. Many other studies have investigated men-
tal models and preferences toward tracking management
and online tracking in general [10, 39, 81]. Some have fo-
cused on narrow and specific contextual threats, such as
browser history [50], opt-out and data deletion on web-
sites [8, 35, 36], privacy expectations on the Internet
of Things [53, 79], and in mobile app contexts [44, 45].
However, broader definitions of PIPs in different brows-
ing contexts still require further studies, such as those
that we explore in our work. In our study, we focus
on opt-out and notification preferences, as well as in-
dividual perspectives and expectations with the goal of
improving browser affordances.

2.2 Browsers, Settings, and Tools

It is unclear whether current browser-based settings
and user interfaces are seen as sufficient by users, par-
ticularly when considering PIPs holistically. Chrome,
the most popular browser [46], currently offers only a
small set of limited settings for managing privacy on-
line, though a number of security-related settings for
password management, in particular, are offered [33].
Browsers such as the Tor Browser [42, 56|, Firefox [29],
the Brave browser [37], and services such as the search
engine DuckDuckGo [74] offer a variety of settings and
provide alternative channels which offer extra security
and privacy. More recently, some browsers have inte-
grated new features to limit some PIPs. “Intelligent
Tracking Protection” in Safari [78] blocks some “track-
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ers” (which they define as third-party cookies and fin-
gerprinting in some contexts) by default but does not
offer additional settings to users. The default settings
in Firefox block crypto-mining and provide information
about PIPs [17].

Prior work has also studied specific features which
are built-in to browsers, such as private browsing
modes [1, 51], finding that users have unrealistic ex-
pectations about their effectiveness at limiting on-
line tracking and providing security. Online privacy
and security risks are rapidly evolving and pervasive,
making them difficult for individual techniques to ad-
dress [25, 61]. However, there have been standards-
based solutions proposed by both researchers and prac-
titioners to limit certain practices online. For example,
Do-Not-Track (DNT), is an HTTP header field that
signifies the user wants to opt-out of being tracked
when enabled [16]. The Platform for Privacy Prefer-
ences (P3P) is a machine-readable disclosure so that
the web browsers can automatically retrieve the pol-
icy and make users aware of PIPs [20]. Both DNT and
P3P are not only technical solutions but also voluntary
web standards recommended by the World Wide Web
Consortium (W3C). Unfortunately, there is a historical
reluctance for these standards to be accepted [12, 62],
which renders them largely ineffective [21].

Another type of mechanism to limit PIPs is third-
party browser extensions, a number of which have
been developed into commercial products. For example,
Ghostery and Disconnect.me are very popular tracking
protections [23, 32], though not without flaws [14, 54].
When users visit websites, they render a list of “track-
ers” that are presented on privacy dashboards and allow
the users to selectively block or unblock each one. How-
ever, these tools are largely intended for more technical
users [14]. The literature has also uncovered a variety of
misunderstandings about how users believe third-party
browser extensions can protect them [30, 47, 48, 76].
A similar tool, Privacy Badger, adopts a slightly dif-
ferent approach and makes blocking decisions based on
behavior across different websites [28]. These tools are
rapidly evolving and their impact is still not fully under-
stood, particularly because user perceptions of PIPs are
not well understood. In this work, we limit our scope
to improving what is offered by browsers in terms of
built-in settings and affordances, acknowledging that
there is a separate effort to improve browsers by way
of third-party extensions. Rather than proposing new
tools, our study is intended to address whether users
understand their existing ability to control PIPs, and
whether the available settings are cognitively associated
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with enabling or disabling them (and in what contexts).
We also study how they interpret the signals that they
observe.

2.3 Notification Preferences

Privacy and security notifications, including those which
incorporate nudging [3], are also a relevant area. It has
been shown that notifications can be tailored in many
contexts, such as authentication [55], and online social
media [4]. Some forms of notification show promise to
be tailored to users’ specific decision-making and per-
sonality traits [73]. Other work has studied the design
space of notifications in detail, such as “just in time” no-
tices [60]. Some have studied ways to warn users about
PIPs, particularly in the context of social media [72].
Prior work has also explored profiling to tailor notifica-
tions and controls [24, 75, 79, 80]. We distinguish our
work from the prior art by sampling notification prefer-
ences about PIPs using a broad taxonomy, and among
a variety of contexts. Our goal is to establish whether
there is a connection between users’ desire to be noti-
fied and their overall perception and understanding of
PIPs.

3 Methodology

Our study employs a mixed-methods approach, incor-
porating both qualitative (n = 186) and quantitative
surveys (n = 888) which were administered to separate
groups of participants. This way, we were able to gather
a rich set of qualitative perspectives and a large quan-
titative dataset of preferences from participants. Our
surveys were contextualized to 8 different website cate-
gories, which we detail in § 3.1 below, and each survey
presented one PIP to a participant. We describe and
justify the 8 PIPs we chose to study in § 3.1.
Qualitative surveys underwent grounded analy-
sis [70] to collect and categorize general themes — the
code book can be found in the appendix. Quantitative
surveys measured preferences to opt out of and be noti-
fied about PIPs. The corpus of opt-out preferences col-
lected in our quantitative survey was also used to test
alternative models of settings for managing PIPs in the
browser. Both surveys are part of an IRB-approved pro-
tocol and incorporated attention checks to ensure data
quality. Our full survey instruments are in the appendix.
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3.1 Contextual Categories

Our study was designed to answer questions about a
variety of browsing contexts. To do this, we identified 8
major categories of websites, as well as individual pop-
ular and less popular websites within each category. We
used 8 categories from Alexa [7] which we believed were
broadly representative, and selected the 1st (popular)
and 500th (esoteric) within each category. The cate-
gories we selected were: News and Information, Enter-
tainment and Games, Shopping, Travel, Finance, Adult,
Health and Well-being, and Social Media and Blogging.

To capture holistic categories of practices, we cre-
ated a novel taxonomy elicited from experts at Mozilla.
In total, we cover 8 potentially intrusive practices
(PIPs): identity/sign-in services (e.g. “sign in with
Google”), targeted advertising, behavioral profiling (in-
cluding associated predictions and data collection about
users), reporting and analytics (focusing on techni-
cal data collection), fingerprinting, nag screens (which
forcefully redirect the user), session replay, and crypto-
mining. Each practice in the taxonomy is commonly en-
countered while browsing, is seen by experts to have
some potential privacy and security problems based on
Solove’s taxonomy [64], and met our overarching def-
inition of PIPs. Crypto-mining and nag screens may
involve overtly invasive acts, redirecting computing re-
sources and attention respectively. All 8 PIPs may in-
volve some form of surveillance, and collected data
may be involved in aggregation. Data collected through
these PIPs also have the potential for insecurity or
harm related to dissemination. In particular, data col-
lected during behavioral profiling, reporting and ana-
lytics, and session replay may be subject to secondary
uses. Fingerprinting may be used for identification (or
de-anonymization).

To maximize construct validity, we developed inter-
nal technical PIPs definitions and non-technical PIPs
descriptions for surveys that were consistent and simple.
We used abstract categories of practices instead of spe-
cific privacy and security threats, to avoid biases against
potentially beneficial aspects of practices. We chose to
create descriptions that were suitable for laypersons to
easily understand so that we were not limited by how
well the average user could understand the technical
specifics. Using a top-down brainstorming exercise, we
listed candidates for categories of practices, wrote tech-
nical descriptions, and summarized the associated risks
and benefits neutrally. Our taxonomy intentionally in-
cluded categories of PIPs that are not necessarily mu-
tually exclusive, such as behavioral profiling and fin-
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gerprinting, which may often be closely associated with
targeted advertising from a technical standpoint. We
included these categories despite their potential overlap
in order to tease out whether they were perceived dif-
ferently by our participants. Each PIP is presented to
separate participants, has separate descriptions, risks,
and benefits, and is analyzed separately.

Neutral non-technical descriptions of PIPs intended
for participants were iteratively refined. In the language
used throughout the surveys, we always referred to PIPs
as “web technologies” and avoided priming language,
such as “intrusion”, “threat” or “attack” Our descrip-
tions were first piloted with two focus groups of non-
technical employees at Mozilla. After each focus group,
the text was modified based on the feedback. Clarify-
ing details were added (e.g., fingerprinting is not refer-
ring to biometrics, giving specific examples of sign-in
services) and priming language was eliminated wher-
ever possible. Then, experts from our research team and
external experts at Mozilla judged whether the corre-
sponding PIPs opt-out scenarios were realistic and non-
speculative. One PIP, paywalling, was initially consid-
ered (due to the potential for invasion [64]) but was
later removed as it was controversial whether it would
be possible to realistically opt out without circumvent-
ing websites’ legitimate business functions. The full list
of PIPs descriptions, risks, and benefits can be found in
the appendix.

3.2 Qualitative Survey

Our first survey focused on eliciting perceptions of PIPs
that participants believed they had encountered, their
attempts to control them, and associated experiences.

Recruitment was performed on Amazon Mechanical
Turk, implemented and hosted using Qualtrics, with a
combined consent form and pre-screening survey. 186
participants were recruited and compensated $6 for the
20-minute average duration. Pre-screening required par-
ticipants to affirm that they were over 18 years of age,
resided in the US, regularly browsed the Internet, un-
derstood the consent form, and wished to participate
voluntarily in research. Participants were each randomly
assigned to a single PIP only. We report on our recruit-
ment and dropout statistics in § 4.

The pre-survey was a free-listing exercise about the
website categories described in § 3.1 in random order.
Participants were instructed to look at their browsing
history to find examples of websites that they would rou-
tinely visit if they did not immediately come to mind.
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This exercise focused on popular websites to evoke ex-
amples that were representative of their categories and
properly contextualize their responses. All participants
were required to provide two examples from at least four
out of the eight website categories.

The main survey was a qualitative survey with free-
text responses. Participants were asked to describe the
personal risks and benefits of their assigned “web tech-
nology”, and how they believed it might benefit com-
panies who employ it. We then asked participants if
and where they believed that they had encountered
this “web technology” before. We also asked questions
about how to protect themselves from the potential
risks; whether they had attempted to opt out, how they
approached this, and whether they had succeeded.

The post-survey asked participants about basic de-
mographics; age range, gender, education, employment
status, and city size. In addition, we administered the
SA-6 questionnaire, a standard measure of security and
privacy awareness [26]. Up until this point we had
avoided using value-laden terms, such as “privacy” and
“security”, but an exception was made in our post-
survey because such terms are required as part of SA-6.
SA-6 was used as a proxy for measures of technical apti-
tude in our analysis, and participants with higher values
were considered more tech-savvy.

Analysis began with removing responses where par-
ticipants did not pass attention checks. Next, Glaser’s
grounded analysis was chosen to mitigate interpretation
bias to systematically search for common themes [31,
70]. First-cycle coding identified general themes and
trends. Several follow-up coding iterations were per-
formed until saturation. Annotators were all usability,
privacy, and security experts. Analysis occurred in uni-
son, proscribing measures of inter-rater reliability [49].
The qualitative results were used to design a follow-up,
large-scale, quantitative survey, as described below.

3.3 Quantitative Survey

The quantitative survey aimed to elicit the opt-out and
notification preferences of browser users towards PIPs.
Recruitment was performed using the same method and
criteria as the initial qualitative survey, permitting only
individuals who had not already participated in the pre-
vious survey. Participants were compensated $3 for the
10-minute average duration.

Each participant was randomly assigned one PIP
only. The second survey began with the neutral PIP
description with associated risks, and benefits. This
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ensured that all participants would have at least the
same level of basic knowledge about their assigned PIP.
Throughout the survey, we provided a link for partic-
ipants to review the description, risks, and benefits.
Next, each participant was presented with an example
of a popular and unpopular website in each contextual
category in random order. This was intended to help
contextualize their responses to the category of web-
sites. For each individual website within the category,
participants were required to read about the category,
when the website was established, the country it was
based in, and a detailed screenshot of the website itself.
Adult websites were censored to remove explicit content.
Next, participants were required to read hypothet-
ical scenarios describing a novel mechanism for opting
out of the PIPs, and respond to questions about their
preferences to use the mechanism. Scenarios were each
contextualized separately to individual websites, then
to whole website categories, and then to all websites
broadly. We used bold fonts to emphasize important
details in questions, and made it clear that participants
could reverse their choice to opt out if they desired. An
example of a scenario contextualized to targeted ads on
Amazon (the first-ranked Shopping website) follows:
Imagine that you are given a new setting in your browser that
allows you to block Targeted Advertising on specific websites
you choose (“opting out” of Targeted Advertising on these web-
sites). When enabled, ads that use Targeted Advertising are
blocked on websites you opt-out of. Ordinary ads which do not
use Targeted Advertising are not affected by this setting. By
default, you are still shown Targeted Advertising on websites
you are not opted out of. Assume that you will be able to
reverse this setting on any website, at any time.
Consider Amazon, which is a Shopping website. How likely

would you be to use the setting described above, to opt-out
of Targeted Advertising for Amazon?

After individual websites, the participant was then
asked questions about entire categories of websites, then
all websites. PIPs descriptions can be seen in Table 6,
risks and benefits in Table 5, and the opt-out scenarios
for each PIP can be seen in Table 7 in the appendix
along with the full survey texts.

Our qualitative survey showed that participants ex-
pressed difficulty in identifying the presence or absence
of PIPs (see § 4.1). Therefore, at the end of our quantita-
tive survey, we asked participants whether they would
prefer to be notified about the presence (and/or ab-
sence) of the “web technology” as they browsed the
various categories of websites. These questions specif-
ically did not allude to any implementation details of
the notifications — we were concerned with capturing
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participants’ general perspectives, rather than testing a
particular notification style. For each website category,
participants could choose between one of “Notify me
every time I visit”, “Notify me only once per week”,
“Notify me only once per month”, “Notify me only the
first time I visit”, or “Never notify me”, corresponding
to ordinal levels of notification desire.

Post-surveys evaluated the participants’ SA-6 score
and collected more detailed demographics; age, gender,
marital status, education, employment, whether they
worked and/or were educated in a STEM field, city size,
when they last looked at and modified their browser pri-
vacy and security settings, their browser preference, and
prior experience filling out privacy-related surveys on-
line. We chose to examine these demographic factors
as they had been previously shown to correlate with
some privacy preferences, particularly opt-out choices,
in prior work [63]. A final question was asked about
whether the participant believed they belong to a cate-
gory or group of individuals who are especially at risk,
due to surveillance or some form of systematic oppres-
sion.

3.3.1 Regression Analysis

In order to answer RQ3, we needed to determine which
demographic factors (e.g., SA-6 score, age, gender, etc.)
and/or vignette factors (e.g., website category, indi-
vidual websites, popularity) impacted participants’ ex-
pressed likelihood to opt out of PIPs. We performed
regression analysis on our quantitative survey results to
determine this. We used regression models as a way to
systematically test which factors may have influenced
participants’ likelihood to opt out; those which show
statistically significant association with changes in opt-
out likelihood across all PIPs would be suitable can-
didates for further testing in alternative settings, in
part to answer RQ5. Likert-scale opt-out preferences
were collapsed into binary categories (opt-out or opt-
in) which served as the outcome variable for binomial
generalized linear mixed-effects regression models. One
regression was fitted for each PIP, so that they could be
analyzed separately. Models were fit by maximum like-
lihood (Laplace Approximation) [11]. Demographic and
vignette factors were modeled as fixed effects, and sur-
vey participants were each given a randomized unique
identifier modeled as a random effect to account for
individual variance between subjects. The 1st level of
each fixed effect for ordinal factors was chosen as the in-
tercept. Intercepts for categorical factors are described
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in Table 9, along with the odds ratios (Z-test) and p-
values.

Each of our regression models underwent model se-
lection. One by one, each factor was added to the model
and the resulting candidate model was tested against
a null model (with only random effects) using likeli-
hood ratio tests. If the likelihood ratio test showed with
p < 0.05 that the model including the added factor was
statistically significant versus the null model, the added
factor was included. In cases where the added factor was
not significant (p > 0.05), the factor was excluded. We
added factors in the same order as is reflected in the
header row of Table 1 until all factors were tested. As
a final sanity test, we also tested for multicollinearity
by reintroducing all factors (except gender and SA-6,
which had already been universally excluded) into each
regression and calculated the variance inflation factor.
We did not find any evidence of moderate or high lev-
els of correlation (VIF > 5) between any factors which
had been previously included based on our likelihood
ratio tests, and factors which showed high levels of cor-
relation (VIF > 10) had already been excluded. We
also explored whether interactions were present among
factors included in the model, but no significant inter-
actions were found.

With a theoretical maximum of 15 demographic
and 3 vignette factors, a priori power analysis was per-
formed using G*Power [27]. We required at least 997
participants to achieve significance at o = 0.05 with
a medium effect size (0.4). We report on the observed
power in the results.

3.4 Testing Alternative Settings Models

The corpus of preferences collected in our quantitative
survey was used to perform a series of simulation ex-
periments which test alternative models of settings for
managing PIPs in the browser. These experiments char-
acterize accuracy (i.e., how many instances in which
participants’ preferences coincided with what is offered
by the settings), as well as user burden (i.e., the num-
ber of actions participants would need to take to adjust
individual settings in order to make what is offered co-
incide with their preferences). The parameters of the
experiment were bounded by the 16 websites collected,
spanning the 8 categories of websites, across all 8 PIPs.
As such, we are simulating the effect of implementing
the hypothetical settings which were introduced in our
surveys in a highly constrained setting under conserva-
tive assumptions.
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The experiments tested 6 different models: (1) No
Toggle (closest to the current default in most browsers
such as Chrome [33]) where all PIPs are allowed with no
additional settings offered, then (2) No Toggle where all
PIPs are denied with no additional settings. Next, (3)
Default Allow and (4) Default Deny Category-level Tog-
gles, where users can change their category-level pref-
erences when they do not prefer the default to increase
accuracy at the cost of additional burden but only based
on website categories. Finally, (5) Default Allow and (6)
Default Deny Individual Website Toggles, where users
can change individual website preferences when they do
not prefer the default to increase accuracy at the cost
of additional burden across all individual websites. The
experiments all assume that changing to different de-
faults requires one action to change each setting. One
decision or changed setting amounts to one unit of user
burden, accrued each time the user-preferred setting
doesn’t match the current default. Changing individual
website/category settings requires one decision per in-
dividual website/category. Instances where users do not
have consensus among categories (e.g., a user has equal
numbers of allow and deny preferences within a single
website category) do not result in a changed setting.
Finally, we assume that we are only changing settings
for one PIP at a time — a limitation imposed by our
corpus being comprised of data for only one PIP per
participant.

4 Results

We organize the results by survey and research ques-
tions. In § 4.1, we describe the qualitative survey re-
sults, addressing RQ1 and RQ2. In § 4.2, we present
findings from the quantitative survey, addressing RQ3
and RQ4. Detailed demographics can be seen in Table 8
in Appendix. Finally, we report the results of our exper-
iments characterizing accuracy and user burden trade-
offs between alternative settings models (RQ5) in § 4.3.

4.1 Qualitative Analysis

The aim of our qualitative analysis was to categorize
and organize themes in responses. We used these cate-
gories to isolate examples of signals that users rely on to
determine the presence or absence of PIPs while brows-
ing (RQ1), and the affordances that users associate with
controlling PIPs (RQ2). We received 186 responses.
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4.1.1 RQ1 - Unreliable Signals

We identified different signals that participants rely on
to determine if there are being subjected to PIPs, in-
cluding the presence of ads, changes in functionality
(breakage), recognizing explicit notifications, and rec-
ognizing implicit notifications. Participants often told
us about heuristics that they had developed to deter-
mine whether they are being subjected to (or protected
from) PIPs.

Ten separate participants recognized that the pres-
ence of advertisements likely implied the presence of
targeted ads and behavioral profiling, some participants
referred to a lack of advertisements as a signal of not be-
ing subject to advertising-related PIPs. Another 21 in-
stances among 19 participants showed that the presence
of ads was also used as the signal for PIPs not explicitly
related to ads, such as fingerprinting. One participant
took note of ads that conflicted with their interests:

661 know that I've succeeded [in opting out of fingerprinting]
when I see ads for things that I would never eat such as
meat or burgers. That’s a very simple example but it tells
me some of these sites have no idea what my preferences
are because I would never eat animal products of any sort.
(Pt. 6£1d71b7) 99

Many participants expressed confidence that they had
successfully opted out because they did not see any ads:
€6 Well with the ad blocker or script blocker program I know
[I successfully opted out] because I don’t receive any ads
at all. And with the script blocker, I'm pretty sure the
website isn’t receiving any information from me based
off my limited knowledge of the program. Same goes for
private browsing I guess. (Pt. 6d4a0d2e) 99

7 participants recognized connections between

breakage and the effectiveness of their opt-out approach.

We see evidence of participants using both ad-related

signals and breakage in the following example:

661 turn [targeted advertising] off or avoid it on websites
that I feel are sketchy. [...] The advertisements that I was
shown were different and parts of the website stopped

functioning properly. (Pt. 1a64f804) 99

These participants saw breakage as a signal of an effec-
tive approach. However, breakage can occur when PIPs
are present. It is not definitive evidence of opting out.
99 participants speculated about the technical
specifics of PIPs. We observed confusion about PIPs
descriptions in focus groups and modified them accord-
ingly. Our survey text specifically pointed out that fin-
gerprinting did not refer to physical fingerprints or bio-
metrics. However, 8 participants were especially con-
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fused by fingerprinting, suggesting that the data col-
lected could include authentication tokens, security
keys, biometrics, or encourage identity theft.

44 participants purported personal benefits of PIPs,
expressing approval and did not mention any risks. 6
participants mentioned that with nag screens, “atten-
tion can be drawn to important things”. Though the
rest found them annoying, one remarked that their in-
terest “often outweighs or sufficiently overshadows any
nag screens. (Pt. 789bf237)” We observe that many of
the signals participants rely on may be unreliable.

4.1.2 RQ2 - Incorrect or Missing Affordances

Regarding the affordances users associate with enabling
or disabling PIPs, we noted browser settings, third-
party tools, extensions, and settings on websites as the
most prominent examples which were mentioned in re-
sponses. b4 participants in total saw security tools as
the most appropriate way to avoid PIPs as well as unre-
lated threats. This phenomenon was seen among techni-
cally sophisticated participants in particular. However,
a significant portion of participants (15 instances in 13
responses) asserted that using their browser “safely”
alone ensured their safety. These participants were un-
able to articulate what their approach entailed in terms
of specific actions, interfaces, or behaviors. In contrast,
more technically sophisticated participants would often
recommend specific products. One participant detailed
their usage of virtual machines to avoid data collection
associated with sign-in services and malware:

66 [..] I browse using a VM (virtual machine, a cloned and
contained version of my browser) when casually surfing
the net or shopping. I use Shadow Defender. I can pick
up all the trojans and malware I like, then with a click of

a button, that “machine” is destroyed and my real com-
puter is back in play. It’s great. (Pt. 4a171bc9) 99

While using VMs or specific anti-malware security tools
is useful and can potentially help mitigate malware
risks, they are not effective ways to opt out of PIPs.
VMs can be effective at mitigating some forms of finger-
printing, but in general, they do little to mitigate data
collection associated with other PIPs. Most notably, the
approach is ineffective when users sign in.

There were 12 participants who believed that to opt
out of PIPs related to targeted advertising (but not
specifically targeted ads), such as behavioral profiling
and fingerprinting, they must block ads. These partici-
pants mentioned ad-blockers and anti-virus tools as the
best way to ensure total protection from the risks associ-
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ated with advertising-related PIPs. “Malvertising” (ads
with embedded links to malware) [65] was also men-
tioned as a specific concern by 12 participants. Of these,
5 confused tools such as anti-virus with ad-blocking,
perhaps due to the potential to protect from malware.

Some participants suggested that PIPs were in-
tended to improve security. 8 participants mentioned
security benefits with fingerprinting, session replay, and
identity/sign-in services. We noticed that these partic-
ipants seemed to emphasize security over privacy con-
cerns, and were primarily concerned about their online
accounts being hacked. One participant mentioned that
they saw fingerprinting as a way to provide “greater
protections against fraud (Pt. 4dc574£7)”. 3 participants
perceived session replay as a beneficial feature, confus-
ing it with history or session cookies.

62 participants in total had assumptions about hav-
ing control over a setting that does not exist. Of these,
53 participants’ responses alluded to settings on web-
sites as ways they had previously used to opt out. Set-
tings to control PIPs are provided on websites in myr-
iad forms, such as cookie-blocking banners and privacy
dashboards, though many websites (including the ex-
amples we surveyed) do not provide any meaningful
settings. 20 participants believed they had control over
their surveyed PIPs when in reality there were no set-
tings built into their browser or on the websites they
mentioned. Their accounts revealed that they did not
take any action to opt out because they were confused
about where to find the settings — they had assumed
that the settings existed. These participants expressed
that it was too difficult to configure these settings be-
cause they were unable to find them. The 33 other
participants assumed that opt-out settings were avail-
able but never attempted to use them. One participant
clearly knew where to look for privacy and security set-
tings in their browser, but misinterpreted what was of-
fered:

661 assume the [fingerprinting] features would have their
own browser setting location, just like other browser fea-
tures, where you can disable and enable them. For ex-
ample, I use Chrome most often, so I would expect to
find these features listed under Settings > Advanced >
Privacy and Security. (Pt. 2e78b57d) 99

Of these 33 participants, 16 assumed their browsers
would offer nonexistent settings and insisted that they
should be available without specifying where.

In summary, our qualitative results offer insights
into users’ perceptions of PIPs. Many of the perceived
affordances mentioned by participants are inadequate or
non-existent, showing a relatively high level of miscon-

— 508

Fig. 1. Aggregate opt-out preferences, per website category.
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ception about PIPs. We saw evidence of differences in
participants’ technical sophistication, confusion about
the risks and benefits of PIPs, and reliance on unreli-
able signals. These findings informed the development
of our quantitative survey.

4.2 Quantitative Analysis

This section details the results from the quantitative
data in our second survey. We answer two research ques-
tions regarding participants’ preferences to opt out of
PIPs (RQ3) and their preferences to be notified (RQ4).
Recall that in both surveys, participants were randomly
assigned to one of the 8 PIPs we studied (listed in Ta-
ble 2), so each participant responded to one assigned
practice. 888 responses were collected in total, and we
observed 92% power in post-hoc power analyses. On av-
erage, 111 responses were collected for each practice.

4.2.1 RQ3 - Users Want To Opt Out

Our quantitative data showed that participants want
control over PIPs, either by opting in or out, subject to
the various contextual factors we studied.

Table 2 shows participants’ opt-out preferences
across all surveyed practices. In general, participants
were opposed to most practices, wanting to opt out
with little variance. Overall, participants preferred to
opt out in 81% of instances on average. The outlook
is somewhat different with preferences to opt out on a
per website category basis as in Figure 1. While the
majority of participants prefer to opt out in all website
categories, there is some variability in preferences. For
example, the preferences we collected about PIPs on fi-
nance websites is somewhat skewed towards preferring
to allow. This is likely due to fingerprinting and sign-in
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services being seen as beneficial here. This echoes our
qualitative results that some participants saw security
benefits associated with these practices.

4.2.2 RQ3 - Website Category Influences Preferences

In § 3.3.1, we describe our regression analysis used to
determine if there was an association between the like-
lihood to prefer to opt out and the factors we surveyed.
As shown in Table 1, many different factors seem to
play a statistically significant role in opt-out likelihood
for specific PIPs. Age range, education level, STEM ed-
ucation, city size, marital status, employment status,
STEM employment, how recently the participant looked
at and changed their settings, their browser of choice,
whether they had recently participated in online surveys
about privacy, and whether they self-identified as being
at risk of privacy breach were all shown to be associated
with changes in opt-out preferences for at least one PIP.
The detailed odds ratios and p-values from our regres-
sion models (Z-test versus the intercept) for each PIP
can be found in Table 9. We found that only website
category was associated with changes in likelihood to
opt out in all PIPs, and while other PIPs had factors
which may be associated with opt-out likelihood, these
findings were inconsistent between PIPs. For this rea-
son, website category was the only factor that we found
was appropriate to use in alternative settings models
(see § 4.3). We also did not see evidence of interactions
among factors.

4.2.3 RQ4 - Users Want To Be Notified About PIPs

RQ4 questions which practices users prefer to be no-
tified about, how often, and in what contexts. We ob-
served clear preferences to be notified about the pres-
ence and absence of PIPs on most websites. We expected
that participants would prefer not to be notified in most
circumstances, reflecting most contemporary browsers’
designs which do not notify without direct user engage-
ment and notifications are very subtle if present at all.
However, we see a clear trend towards the preference for
notifications, summarized in Figure 2. We saw a similar
trend in the responses broken down by website category,
with the exception of Adult websites which were pre-
ferred to be notified about significantly more frequently.
We view the desire to be notified more frequently as evi-
dence of concern. Moreover, our qualitative results show
that users are facing difficulty identifying where PIPs
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Fig. 2. Aggregate PIPs notification preferences.
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are present, and these results seem to provide further
evidence.

Note that we deliberately chose not to study the
implementation of a specific notification mechanism. In-
stead, we asked questions about notifications in the ab-
stract. Some users may prefer some types of notifica-
tions over others or may find some so annoying that
they would prefer to forgo them completely — our re-
sults show that there is simply an expectation that may
not currently be adequately met.

4.3 Characterizing Alternative Settings

In this section, we show the results of our experiments
exploring accuracy and user burden associated with dif-
ferent models of PIPs opt-out settings in browsers. Gen-
erally, more accurate settings are more desirable, as they
fulfill the expressed preferences of users. Less burden-
some settings are also more desirable, as they limit the
distraction and annoyance associated with configuring
these settings. Accuracy is calculated based on the per-
centage of individual websites correctly aligned between
the settings and expressed preferences of each individual
user collected in our surveys. User burden is calculated
based on the number of instances where settings must
be realigned, within the constraints of the model. Both
accuracy and user burden are subject to the constraints
of the models we tested. Recall that in in § 3.4 we de-
scribed the alternative settings models. Note that any
time the settings are changed from the default, accuracy
can increase but user burden is incurred. No Toggle has
no settings and only the default applies. With Category
Toggles, the default is applied but the settings can be
changed per website category at the cost of additional
burden. Website Toggles can be adjusted for each indi-
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Table 1. Results of our model selection. Included factors are labeled @. Excluded factors are labeled O. Website category was the only

factor found to consistently

Age Education STEM City | Marital | Employment STEM Looked | Changed | Browser | Recent At Gender | SA-6 | Website

Range Level Education | Size | Status Status Employment | Settings | Settings Used Surveys | Risk Category
Behavioral Profiling O O (] O o O O [ ] e} O [ ] O (¢] e} [ ]
Reporting and Analytics O O O O [ ] [} O O [ ] @] [ @] o [ ]
Session Replay O O [ ] O O O O O O O O [} O O [ ]
Targeted Ads [ ] O [ ] o [ ] ] O [ ] [ ] [ ] [ ] o o ] [ ]
Crypto-Mining O [ ] D [ ] o o [ ] O o o O [ ] O o [ ]
Identity/Sign-in [ ] o O O ] ] O @] [ ] O O o o e} [ ]
Fingerprinting O [} O O O O O O O @] @] O @] @] [ ]
“Nag” Screens [¢) o o} ¢ o o o ° o e} o ¢ o o °

Table 2. Mean opt-in (Allow) and opt-out (Deny) preferences.

Prefer Allow Prefer Deny

Behavioral Profiling 20% 80%
Reporting and Analytics 20% 80%
Session Replay 18% 82%
Targeted Ads 19% 81%
Crypto-Mining 14% 86%
Identity and Sign-In Services 18% 82%
Fingerprinting 23% 77%
“Nag"” Screens 17% 83%

vidual website. While the language used in our surveys
referred to “opting out” of a practice, for clarity we refer
to these settings as “allow” (i.e., to opt in) or “deny”
(i.e., to opt out).

4.3.1 RQ5 - Deny By Default Is Less Burdensome

Table 3 describes the accuracy of the different settings
models. Here we see that the settings which can offer
the greatest accuracy are Category Toggles and Web-
site Toggles, while No Toggle are far less accurate. Our
results reveal the trade-off between accuracy and user
burden inherent in the number of settings that are of-
fered. This relationship is evident when comparing Ta-
ble 4 with Table 3. However, deny by default settings
based on website categories or individual websites re-
quire fewer changes for users to achieve their preferred
settings compared to allow by default — between 75%
and 65% fewer actions required on average. This is con-
sistent with our findings that users broadly prefer to opt
out (Table 2), and website categories are a significant
factor in opt-out likelihood (Table 1).

In our simulation, the upper bound of user burden
is limited by the number of surveyed website categories
(8 total) and websites (16 total, 2 per category). There-
fore, more choices are possible when settings are offered
based on individual websites rather than categories. We
found that both Category and Website Toggles spanned

the entire range of possible choices for individual users,
requiring zero changes in the best case and 16 in the
worst case (Table 4). Website Toggles offer the best ac-
curacy but are more burdensome even when the setting
is allowed. In contrast, Category Toggles can provide
very high accuracy with minimal user burden. The op-
timal trade-off will depend on the specific user, but we
speculate that the middle ground would be appropriate
for most, suggesting that Category Toggles would be
best.

5 Discussion

A significant body of research has shown that users’
privacy expectations are not currently fulfilled by web-
sites or apps [48, 53, 58]. One goal of this work is to
determine the extent to which users are aware of this,
and another is to investigate ways to address the gap
between privacy expectations and reality. Our findings
are consistent with prior studies on specific privacy and
security threats, particularly those studying tracking,
profiling, and certain fingerprinting methods [25], and
targeted ads [43]. Our novel contribution informs re-
designed browser settings to accurately limit PIPs where
preferable and better accommodate users’ expectations.

Similar to prior work, our participants demon-
strated a strong desire to be notified about and opt
out of PIPs on most websites. Existing solutions, how-
ever, do not meet people’s needs for web privacy.
Naive solutions—such as attempting to block all PIPs
completely—can be too clumsy to be practical as web-
sites offer different sets of controls based on their busi-
ness goals and privacy policies. Broader efforts—such as
new data privacy laws—have emerged to aid in the stan-
dardization and uniform requirement for certain privacy
options online, restricting specific practices without in-
formed consent in some jurisdictions [9, 69]. The extent
to which these efforts have been and will be effective is
still unclear [68]. Many other approaches employed by
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Table 3. Accuracy of the various alternative setting models. No Toggle (Allow by default) reflects Chrome settings.

No Toggle | No Toggle | Category Toggles | Category Toggles | Website Toggles | Website Toggles
Default Setting Allow Deny Allow Deny Allow Deny

Profiling 25.8% 74.2% 92.3% 92.3% 100.0% 100.0%
Reporting 27.9% 72.1% 91.9% 91.9% 100.0% 100.0%
Session Replay 24.5% 75.5% 92.7% 92.7% 100.0% 100.0%
Targeted Ads 24.6% 75.4% 90.0% 90.0% 100.0% 100.0%
Crypto-Mining 19.6% 80.4% 95.7% 95.7% 100.0% 100.0%
Identity Services 25.6% 74.4% 90.7% 90.7% 100.0% 100.0%
Fingerprinting 33.6% 66.4% 89.9% 89.9% 100.0% 100.0%
“Nag” Screens 24.5% 75.5% 92.1% 92.1% 100.0% 100.0%

Mean 25.8% 74.2% 91.9% 91.9% 100.0% 100.0%

Table 4. User burden is the average number of settings changed per user, per PIP. No Toggle (Allow by default) is considered the
current setting, with zero burden. The maximum possible burden is 16 (given 2 websites in 8 categories).

No Toggle | No Toggle | Category Toggles | Category Toggles | Website Toggles | Website Toggles

Default Setting Allow Deny Allow Deny Allow Deny
Profiling 0.00 1.00 5.32 1.45 11.87 4.13
Reporting 0.00 1.00 5.12 1.58 11.54 4.46
Session Replay 0.00 1.00 5.45 1.37 12.08 3.92
Targeted Ads 0.00 1.00 5.23 1.17 12.06 3.94
Crypto-Mining 0.00 1.00 6.09 1.23 12.86 3.14
Identity Services 0.00 1.00 5.21 1.30 11.91 4.09
Fingerprinting 0.00 1.00 4.50 1.88 10.63 5.37
“Nag” Screens 0.00 1.00 5.40 1.33 12.08 3.92
Mean 0.00 1.00 5.29 1.41 11.88 4.12

websites result in dark patterns or do not provide any
meaningful options [43, 59]. It is also well known that
users can be manipulated into choosing settings that do
not match their privacy preferences [4] and few websites
adopt privacy standards that are considered best prac-
tices. [12, 62]. Our work provides insight into novel,
better approaches to improve web privacy experiences.

We proceed as follows: first, we remark on our find-
ings about users’ perspectives and expectations (§ 5.1).
Next, we discuss the findings of our quantitative studies
(§ 5.2). Finally, we discuss policy implications (§ 5.3),
limitations (§ 5.4), and future work (§ 5.5).

5.1 Perspectives on Notices and Controls

Our findings confirm that most people find the PIPs we
studied to be intrusive and expect to have the ability to
restrict them. We found that people want to opt out in
most instances (81% of our participants) independent
of context. However, many participants assumed that
they had the ability to opt out even in cases where such
controls are not available. For example, most websites
do not offer controls to opt out from data collection
associated with behavioral profiling, or reporting and

analytics, yet as described in § 4.1.2 our participants
repeatedly asserted that they have some way of con-
trolling these settings but could not precisely articulate
what they were. This suggests there is a baseline expec-
tation or assumption which is not meshing with reality.

We also see evidence that users are not looking in
the right places to find the settings and signals they
need. We recognize that some browsers are incorporat-
ing new dashboards and menus which enable users to see
whether various practices are present using subtle visual
cues and icons. Recently, Firefox and Brave Browser
have incorporated icons near the URL bar which can be
clicked and expanded to see more details about the pres-
ence of practices similar to those seen in our work [52].
Our study found that participants desire to be notified
about PIPs in most contexts, but testing the variety of
possible notification designs and alternatives is beyond
the scope of our work.

As in prior studies [1, 81], our participants suffered
from misconceptions about the efficacy of various pro-
tections against PIPs, as well as difficulty identifying
their presence or absence. Particularly, our qualitative
data shows that users are likely to be misled by the sig-
nals they observe, placing greater importance on these
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signals than other more objective signals. Our results
elaborate the circumstances that users may assume that
they are being protected simply by blocking ads, mean-
while, unmitigated risks abound. When ads are absent,
our participants believed that they were broadly re-
stricting PIPs. Though ad-blocking may be effective at
restricting nag screens and targeted ads, it is risky for
users to assume that is also the case with fingerprinting,
sign-in services, cryptomining, reporting and analytics,
or behavioral profiling. However, replacing ad-related
signals may be a potential opportunity for a targeted
intervention [4, 73]. Effective notifications could redirect
users away from misleading signals or explain why some
signals are not reliable. In cases that users have already
opted out of advertising, browsers could replace ads with
notices, or inform users about other unrestricted PIPs.

5.2 Context-Sensitive Settings

Our results show that context (especially website cat-
egories) impacts the likelihood to opt out, as seen in
Table 1. Preferences to be notified about PIPs appear
to vary depending on the context and the practice itself
(seen in Figure 2). Conversely, our experiments with
alternative settings show that the settings that best
balance accuracy with user burden are based on web-
site categories. Though the majority want to opt out
of PIPs generally (refer to Table 2), simply denying all
PIPs by default while offering no further settings can
only achieve accuracy ranging from 66% to at most
80% (refer to Table 3). In other words, one-size-fits-
all No Toggle preferences that deny PIPs by default
will satisfy many users, but not all. Users would be
better accommodated by offering more specific settings
which are based on allowing or denying categories of
PIPs individually. Alternative settings which are also
able to be changed based on website categories can of-
fer 90% to 96% accuracy. Even though this alternative
is more complex, settings based on a small number of
categories (such as those in our study) are less burden-
some while retaining high accuracy. Most importantly,
settings should be “deny by default” to achieve high
accuracy and low user burden.

There are natural dimensions (such as PIPs and
website categories) across which people’s preferences
seem to be consistent; if this wasn’t the case, settings
provided in the browser would not be useful as peo-
ple’s preferences would be too diverse to capture with
any degree of accuracy without being maximally bur-
densome. This common perception may also apply to
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the categorization of websites; some websites may be-
long to multiple categories according to some users and
not others. We show that the sensitivity individuals as-
sociate with categories of websites may also vary. Adult
and finance websites may be considered more sensitive.

In summary, we contribute to the existing work by
highlighting some concrete ways to improve the settings
offered by browsers to help users manage PIPs online.
Where we find that users’ preferences are consistent
across a small number of dimensions, we show that it
is possible to reduce user burden and maintain accu-
racy by enabling people to specify their preferences ac-
cordingly. Determining the most optimal categorization
scheme for websites is an important avenue of future
work. However, what authority should determine the
categorization is potentially a matter of public policy,
which we discuss in the section that follows.

5.3 Policy Implications

The current fragmented approach to PIPs manage-
ment across browsers and websites exposes users to dis-
parate ways of addressing the same preference manage-
ment and consent issues across different websites. Some
browsers and websites have baflling arrays of highly
granular settings, while others lack any meaningful set-
tings at all. Our findings lend support for the need for
some standardization to give users the ability to con-
trol PIPs without imposing unrealistic burden on them.
Such standardization would ideally include support for
a minimum set of allow/deny settings that users could
configure in their browsers, with individual websites be-
ing required to honor these settings, as conveyed by
browsers to visited websites (e.g., denying specific prac-
tices with which the user does not feel comfortable).
This would not be dissimilar to the Do Not Track stan-
dard developed by W3C [16], except that this standard-
ization would differentiate between different PIP prac-
tices. In the simplest case, each PIP could have a single
allow/deny setting in the browser, set to deny by de-
fault, and with users able to toggle each of these settings
to align them with their preferences. Our results indi-
cate that such configuration would significantly reduce
the burden on users, saving them the effort of looking
for and using equivalent settings on individual websites
— to the extent that such settings even exist. This would
also empower users to block PIP practices with which
they are not comfortable.

A slightly more sophisticated approach, which
would further increase accuracy, would involve support-
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ing browser settings that do not just differentiate be-
tween PIPs but also differentiate between different cat-
egories of websites. One would have to ensure that web-
sites do not attempt to defeat such a mechanism by at-
tempting to mask their true category. Browsers would
likely be able to defeat most of these attacks by relying
on Alexa categories [7], or possibly relying on natural
language processing techniques to develop linguistic fin-
gerprints of website categories (e.g., techniques relying
on topic modeling) [15, 18]. One would also have to en-
sure that websites do not attempt to force users to agree
to PIPs with which they are not comfortable by simply
breaking when users select settings intended to block
them. Forcing sites to honor PIP settings specified by
users in their browsers without unnecessary breakage
would most likely require regulatory support.

User awareness of and control over PIPs would also
be enhanced if websites were required to send to the
browser standardized notifications about the PIPs run-
ning on them. Browsers would then be able to commu-
nicate the presence of such practices in a standardized
fashion to users, who could in turn adjust their browser-
based PIP settings, as desired. While earlier attempts
to standardize some practices within this space such as
DNT have failed [50], we believe that studies such as the
one presented in this paper provide scientific evidence
for the need for such standardization. Today, users sim-
ply lack practical mechanisms to know what PIPs might
be present on websites they visit, and lack practical
mechanisms to restrict these practices. The authors be-
lieve that the recent development of more stringent pri-
vacy regulations such as GDPR or CCPA/CPRA pro-
vide a context where the introduction of standards such
as the ones outlined above is arguably more within reach
than it was when standards such as P3P or DNT were
proposed [16, 20].

5.4 Limitations

Like any study, our methodology is subject to some lim-
itations and threats to validity, which we summarize in
this section. Our qualitative data collection and anal-
ysis method has limitations to generalizability. The re-
sulting corpus of quantitative preferences used in our
experiments are similarly limited, and our results may
not scale linearly to the number of website categories
or individual websites a user typically encounters com-
pared to our sample. Our vignette study incorporates
several factors, including website categories. While our
work relies on an external source of truth for these cate-
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gories, specifically Alexa categories [7], there is room for
open interpretation about the most optimal categoriza-
tion scheme. Individual browser vendors may formulate
their own schemes as well. This does not fundamentally
alter the concept or impact of controls which are con-
textualized to website categories.

We crowd-sourced our surveys using Amazon Me-
chanical Turk, whose users are not completely represen-
tative of the broader population, and whose expressed
preferences do not completely coincide with actual deci-
sions made by users in-situ. While not fully representa-
tive, our respondents’ demographics did not differ dras-
tically from general US census categories (Table 8) and
were not likely to have been more technically savvy than
average based on SA-6, education, or employment.

We have tried to make our methodology as re-
alistic as possible by contextualizing participants’ re-
sponses using priming exercises. Wherever possible, our
surveys excluded language that would unintentionally
prime participants or introduce bias. We also piloted
our studies several times at each stage, validating them
with both focus groups and experts. We rejected abu-
sive and low-effort responses by analyzing the timing of
responses and employing attention check questions.

5.5 Future Work

Our work has highlighted several potential areas for fu-
ture work, which we summarize in this section. The
first area is addressing further technical challenges of
implementing effective notifications and controls which
users would prefer. One problem with offering addi-
tional settings is balancing them against the potential
to be overly burdensome. We argue that the existing
patchwork of settings across websites, browsers, and ex-
tensions is already burdensome. There is potential to
improve upon this by studying specific types of con-
trols and notifications, which allow more introspection
into the state of the browser. What is yet unknown is
whether there are more or less important contextual fac-
tors which influence users’ preference to be notified, or
to opt out of PIPs. There may also be different ways
to frame and organize these factors which should be ex-
plored. What is the best way to notify users about PIPs?
What contextual factors other than those we highlight
should be considered in opt-out and notification pref-
erences? Assuming browsers implement the changes we
propose, what is the most effective approach to encour-
age users to engage when configuring their settings? Is
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it possible to assist users in configuring large numbers
of settings, without being overly burdensome?

Future work should also address the potential break-
age that may occur if more aggressive protections are
enabled. This is still an area of uncertainty for browser
vendors and one that could probably benefit from
stronger regulatory requirements, given the tendency of
many websites to break for no good reason when users
attempt to block some PIPs (e.g., ad blocking). Inde-
pendently of whether such regulatory requirements ma-
terialize, what level of breakage would be tolerated by
users in order to achieve better guarantees about their
protection from PIPs, and in what contexts? How do
browsers move beyond prior voluntary standards, and
how should new standards be defined? These questions
could serve as a starting point for future research in this
area and could help guide the development of the next
generation of browsers that are better at empowering
users to regain control over PIPs.

6 Conclusion

In this work, we used a mixed-methods approach to
answer fundamental questions about the understand-
ing, preferences, and expectations of users towards po-
tentially intrusive practices (PIPs) online. By focusing
on user-centered perspectives, we provide new insight
within a broader scope than the prior art — we in-
cluded broader categories of invasive practices beyond
advertisement-related tracking, specific techniques for
fingerprinting, or specific examples of other tracking
technologies seen in prior literature. We surveyed re-
sponses across categories of websites, introducing new
contexts which we show to have an impact on user pref-
erences. We also observed relationships between prefer-
ences to opt out, categories of PIPs, and different cat-
egories of popular and unpopular websites. Most users
strongly preferred to opt out of PIPs generally, but were
unable to express their preferences even though they ex-
pected to be able to, and many became resigned. We
show that most users also want to be notified about the
presence or absence of PIPs, but cannot reliably deter-
mine whether they are present or not and instead rely
on signals which are potentially misleading.

During our exploration, we uncovered pervasive
misunderstandings and misconceptions around PIPs.
This allowed us to suggest concrete design changes
which have the potential to address gaps in current
browser settings, which we discuss in § 5.1. We also char-
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acterized the relationship between accuracy and user
burden for a variety of alternative settings models, com-
paring them to what are offered by popular browsers.
Our results show that the settings and defaults that
users would need to have the necessary awareness of and
control over PIPs are currently missing. One-size-fits-all
settings are inaccurate, and the patchwork of settings of-
fered by individual websites is unsatisfactory. Browsers
which support deny by default and support granular
PIP settings that differentiate between different cate-
gories of websites offer the prospect of significantly en-
hancing user control without imposing undue burden
on users. While actions can already be taken to opt out
of a limited set of PIPs on websites, particularly using
plug-ins [8], users would benefit from a more system-
atic and usable approach to controlling PIPs through
the provision of standardized settings made available
in their browser. In addition, we want to draw regula-
tory attention to intentional breakage, namely websites
that intentionally break when users attempt to opt out,
as a way of discouraging them from doing so. In prin-
ciple, browsers (at least browsers that do not benefit
from PIPs) could act as neutral actors that empower
users to effectively restrict PIPs with which they are
not comfortable — in contrast to websites, which gener-
ally benefit from the PIPs they host or implement.
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Appendix

Surveys and Accompanying Texts

For the purpose of sharing our survey instruments, as
well as sharing the full descriptions of all PIP included in
the study as well as their accompanying risks, benefits,
and scenario text which were used in the surveys, we
have made our study artifacts public.

Both of our surveys provided descriptions of PIP
and accompanying risks and benefits at the beginning
and also throughout surveys, accessible via a promi-
nently placed button. The text which was provided to
participants containing the descriptions of each PIP are
seen in Table 6. The accompanying risks and benefits
are seen in Table 5. All surveys begin with a standard
consent and screening form which has not been included.

Survey 1 - Qualitative

Section 1

In the following section, you will be asked to provide
examples of websites which you routinely browse, based
on a number of categories. The questions concerning
each category will be presented in random order. The
categories are as follows:

— News and Information

— Entertainment and Games
— Shopping

— Travel

— Finance

— Adult

— Health and Wellbeing

— Social Media and Blogging

Later in the survey, we will be asking you questions
which use the examples you provide us to set the con-
text.

Section 2

If you are unable to provide 2 examples, or are uncom-
fortable with providing 2 examples for a category, you
may proceed and examples will be provided for you.
Please note that if you do not provide 2 exam-
ples for at least 4 out of the 8 categories, you will
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be automatically withdrawn from the study. [The
website categories which follow are presented in random
order.]

Take a moment to think of two News and Infor-
mation pages you have visited, or which you browse
routinely. These are websites which can include news
papers, online journals, Wikis, and any other source of
news or information. If it helps, check your browsing
history and see if you can find good examples. Enter the
names of the two websites you think of into the fields
below. Please only enter the names of the web-
sites into the fields below. [Participant is presented
with free text entry fields.]

Take a moment to think of two Entertainment and
Games pages you have visited, or which you browse
routinely. These are websites concerning digital, print,
online, and other forms of media and entertainment,
including videogames, movies, gambling, and more. If
it helps, check your browsing history and see if you can
find good examples. Enter the names of the two web-
sites you think of into the fields below. Please only
enter the names of the websites into the fields
below. [Participant is presented with free text entry

fields.]

Take a moment to think of two Shopping pages you
have visited, or which you browse routinely. These are
websites where you can purchase goods and services
online, and browse for items you wish to purchase. If it
helps, check your browsing history and see if you can
find good examples. Enter the names of the two web-
sites you think of into the fields below. Please only
enter the names of the websites into the fields
below. [Participant is presented with free text entry

fields.]

Take a moment to think of two Travel pages you have
visited, or which you browse routinely. These are web-
sites concerning booking travel and accommodations,
travel planning, reviews, hotels, and more. If it helps,
check your browsing history and see if you can find
good examples. Enter the names of the two websites
you think of into the fields below. Please only enter
the names of the websites into the fields below.
[Participant is presented with free text entry fields.]

Take a moment to think of two Finance pages you
have visited, or which you browse routinely. These are
websites which include trading, online banking, finan-



Managing Potentially Intrusive Practices In The Browser

— 519

Table 5. Risks and benefits associated with each PIP which were presented as part of surveys.

PIP Name

Risks

Benefits

Identity/Sign-In Ser-
vices

-This could be used to track you across many websites that
may not be related

-Allows inference of personal details that may be used for
purposes other than logging in

+Don’t need to remember as many passwords

+Don't need to re-enter personal information or your ac-
count username and password with every new website you
log in to

Targeted Advertising

-Data collected by advertisers may be used in ways you
didn't anticipate, and for purposes other than advertise-
ments

+Ads you are shown may be more relevant to your interests

Behavioral Profiling

-Facts may be inferred about you which are sensitive, or
may make you feel uncomfortable

-In some jurisdictions, profiles can be bought and sold and
you have no rights to them

+May enable websites to improve products and services
that they offer to you

Session Replay

-May reveal sensitive information, or information in a sen-
sitive context

+May enable websites to improve products and services
that they offer to you

Reporting and Ana-
lytics

-May reveal personal information, or information in a sen-
sitive context

+May enable websites to improve products and services
that they offer to you

Fingerprinting  and

Deanonymization

-Can prevent you from remaining anonymous, by identify-
ing you even when you've taken steps to hide your identity
(e.g., after you've cleared cookies or used the privacy mode
in a browser)

+May enable websites to offer better security features,
which can protect your account and account information

"Nag" Screens

-Can prevent you from accessing content, even in the mid-

+May help websites ensure that their business meets reg-

dle of reading it

ulatory requirements in some jurisdictions
+May help to ensure that the website earns enough rev-
enue to continue operating

Crypto-Mining

-Can negatively affect the performance of your device,
which can also disrupt your browsing experience

+May enable websites to improve your browsing experience

+May enable websites to remove ads or give you access to
premium content

cial advice, market-related information, and more. If it
helps, check your browsing history and see if you can
find good examples. Enter the names of the two web-
sites you think of into the fields below. Please only
enter the names of the websites into the fields
below. [Participant is presented with free text entry

fields.]

Take a moment to think of two Adult pages you have
visited, or which you browse routinely. These are web-
sites which include sexually (or otherwise) explicit ma-
terials, including videos, photos, and other material not
intended for consumption by minors. If it helps, check
your browsing history and see if you can find good ex-
amples. Enter the names of the two websites you think
of into the fields below. Please only enter the names
of the websites into the fields below. [Participant
is presented with free text entry fields.]

Take a moment to think of two Health and Wellbeing
pages you have visited, or which you browse routinely.
These are websites which concern medical, spiritual,
dietary, and other forms of advice and discussion for
the betterment of your physical, mental, and spiritual

health. If it helps, check your browsing history and see
if you can find good examples. Enter the names of the
two websites you think of into the fields below. Please
only enter the names of the websites into the
fields below. [Participant is presented with free text
entry fields.]

Take a moment to think of two Social Media and
Blogging pages you have visited, or which you browse
routinely. These are websites which belong to social
media networks, blogs, or other forms of online social
interaction. If it helps, check your browsing history and
see if you can find good examples. Enter the names
of the two websites you think of into the fields below.
Please only enter the names of the websites into
the fields below. [Participant is presented with free
text entry fields.]

Section 3

The next part of the survey is intended to collect in-
formation about your thoughts and experiences with a
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Table 6. Descriptions used for PIP in survey instruments. Participants were surveyed about only one.

PIP

Definition Provided To Participants

Identity/Sign-In Ser-
vices

Identity/Sign-In Services help you log in to websites without relying on passwords specific to these websites. Examples
are “Log in with Google”, “Log in with Facebook”, and “Sign in with your Apple ID". These services save you the
effort of creating and remembering passwords for individual websites. Because they see the websites you access,
these services might be able to infer details about you, such as your interests, education, income, and more. This
information could be used for purposes that go beyond helping you log in.

Targeted Advertis-
ing

Targeted Advertising uses information collected about you to tailor the advertisements that are shown to you on a
particular website.

Behavioral Profiling

Behavioral Profiling collects information about who you are, your interests, and the things you do, to categorize you
into specific categories (or profiles). For example, a website might try to determine your age, whether you are an
“impulse buyer,” your political beliefs, and potentially much more. Sometimes, the profiles can be incorrect. The use
of Behavioral Profiling does not necessarily mean that you will be subjected to advertisements, but it does mean
that information may be collected and inferred about you.

Reporting and Ana-
lytics

Reporting and Analytics monitors what is happening as you are browsing websites, and generates technical information
for the website developers. Often, this includes information about the state of your device, browser, and may also
include technical information about what happened during your interaction with a particular website. This can help
websites improve their products and services, but can potentially reveal sensitive information.

Session Replay

Session Replay creates detailed logs that record the actions you take while browsing a particular website and sends
these logs to the website owners. This means that website owners can observe and replay exactly what you did and
what you saw. Note that this is not a feature that enables you, as the person browsing a website, to replay what you
did. Sometimes, sensitive information can be found in these recordings because it wasn't properly removed.

Fingerprinting and

Deanonymization

Fingerprinting and Deanonymization is a technique which ensures that the website you are browsing always recognizes
you, even if you are not signed in. Fingerprinting and Deanonymization also enables websites to detect whether a
device that the website doesn't recognize is interacting with the website. This can be useful for a variety of reasons,
such as detecting when someone tries to access an account on a new or unrecognized device. This technique does not
mean that the website is using biometrics (i.e. a fingerprint scanner) to identify you, and the technique has nothing
to do with physical fingerprints. Rather, Fingerprinting and Deanonymization refers to ways that your device can be
picked out and recognized among others.

“Nag" Screens

Nag Screens can force you to see a popup, to watch an ad, to prevent you from viewing content, or otherwise to do
something that disrupts your normal browsing experience. Sometimes "Nag" Screens appear when you're using an
ad-blocker, or because the website needs you to interact with something, such as giving consent where required by
law.

Crypto-Mining

Crypto-Mining uses your device to generate digital cash, such as Bitcoin, during the time you spend browsing a
particular website. Generally this digital cash is sent to the owners of the websites, but in some circumstances you
may get a share. Some websites use Crypto-Mining as a way of using your device to make money for the website
instead of (or in addition to) advertisements. Since it uses your device's processing power to work, Crypto-Mining
uses electricity or battery power on your device, and can affect device performance when you browse websites that
employ Crypto-Mining.

particular web technology. Please read the text on the
following page carefully. After, you will be asked a series
of questions. [Participant is presented with the descrip-
tion of one PIP.]

Prior to this survey, had you ever encountered any
examples of [PIP]? [Participant may choose between:
Yes/No]

What do you think the risks might be for you when
you browse a website with [PIP]? [Participant is pre-
sented with a free text entry field.]

What do you think the benefits might be for you
when you browse a website with [PIP]? [Participant is
presented with a free text entry field.]

associated with [PIP]: [Participant is presented with the
risks and benefits for the PIP.]

Section 4

In this section, you will be asked about [PIP] in a va-
riety of scenarios. You can hover over the (i) symbol
to remind you of the definition of [PIP]. Opting out
of [PIP] means that: [Participant is presented with the
specific PIP scenario.]

Here are some examples of concrete risks and benefits

[This form of question repeats for all of the specific web-
sites, and website categories that the user provided in
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Table 7. Opt out scenarios for each PIP, which were provided as part of surveys.
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Tracker Name

Opt-Out Scenario (Specific Websites)

Opt-Out Scenario (All Websites)

Identity/Sign-In
Services

Imagine that you are given a new setting in your browser that enables you to
block Identity/Sign-In Services on specific websites you choose ("opting out" of
Identity/Sign-In Services on these websites), requiring you to log in to these specific
websites manually instead. This also requires you to log in to these specific websites
separately. When enabled, the buttons and links to use Identity/Sign-In Services
on the specific websites you opt out from are removed from the websites you opt
out of, and the ability for these services to collect data is also removed on these
websites. Assume that you will be able to reverse this setting on any website, at
any time.

Imagine that you are given a new setting in your browser
that enables you to block Identity/Sign-In Services on
all websites ("opting out" of Identity/Sign-In Services),
requiring you to log in manually instead on all web-
sites. This also requires you to log in to all websites
separately. When enabled, all the buttons and links to
use Identity/Sign-In Services on websites are removed,
and the ability for these services to collect data is also
removed. Assume that you will be able to undo this
setting at any time.

Targeted Advertis-
ing

Imagine that you are given a new setting in your browser that allows you to block
Targeted Advertising on specific websites you choose ("opting out" of Targeted
Advertising on these websites). When enabled, ads which use Targeted Advertising
are blocked on websites which you opt out of. Ordinary ads which do not use
Targeted Advertising are not affected by this setting. By default, you are still
shown Targeted Advertising on websites which you are not opted out of. Assume
that you will be able to reverse this setting on any website, at any time.

Imagine that you are given a new setting in your browser
that enables you to block all Targeted Advertising ads
("opting out" of Targeted Advertising). When enabled,
ads which use Targeted Advertising are blocked on all
websites. Ordinary ads which do not use Targeted Ad-
vertising are not affected by this setting. Assume that
you will be able to undo this setting at any time.

Behavioral Profiling

Imagine that you are given a new setting in your browser that enables you to block
Behavioral Profiling from occurring on specific websites you choose ("opting out"
of Behavioral Profiling on these websites). On the websites you opt out from, your
browser hides your identity and blocks any information your browser might send
in the background while you are browsing. This ensures the specific websites you
opt out from cannot perform Behavioral Profiling on you. Assume that you will be
able to reverse this setting on any website, at any time.

Imagine that you are given a new setting in your browser
that enables you to block all websites from performing
Behavioral Profiling ("opting out" of Behavioral Profil-
ing). When enabled, the setting hides your identity and
blocks any information your browser might send in the
background while you are browsing. Assume that you
will be able to undo this setting at any time.

Session Replay

Imagine you are given a new setting in your browser that enables you to block
Session Replay from occurring on specific websites you choose ("opting out" of
Session Replay on th ese websites), preventing the websites you opt out from
collecting what is needed for Session Replay to occur. By default, on websites you
have not opted out from, Session Replay will still occur normally. Assume that you
will be able to reverse this setting on any website, at any time.

Imagine you are given a new setting in your browser
that enables you to block Session Replay from occur-
ring on all websites ("opting out" of Session Replay),
preventing all websites from collecting what is needed
for Session Replay to occur. Assume that you will be
able to undo this setting at any time.

Reporting and Ana-
lytics

Imagine that you are given a new setting in your browser that enables you to block
specific websites you choose from performing Reporting and Analytics ("opting
out" of Reporting and Analytics on these websites). When enabled, your browser
sends misleading signals to the websites that you opt out from, preventing the
Reporting and Analytics mechanisms on websites from working there. By default,
Reporting and Analytics will still work as it would normally on websites you do not
choose to opt out from. Assume that you will be able to reverse this setting on
any website, at any time.

Imagine that you are given a new setting in your browser
that enables you to block all websites from performing
Reporting and Analytics ("opting out" of Reporting and
Analytics). When enabled, your browser sends mislead-
ing signals to all websites, to prevent the Reporting and
Analytics mechanisms from working anywhere. Assume
that you will be able to undo this setting at any time.

Fingerprinting and
Deanonymization

Imagine that you are given a new setting in your browser that enables you to
block Fingerprinting and Deanonymization from occurring on specific websites you
choose ("opting out" of Fingerprinting and Deanonymization on these websites).
When enabled, the setting sends misleading signals to the websites you opt out
from, which prevents Fingerprinting and Deanonymization from taking place on
those websites. By default, websites which you have not opted out from will still
allow the Fingerprinting and Deanonymization to take place as they would normally.
Assume that you will be able to reverse this setting on any website, at any time.

Imagine that you are given a new setting in your
browser that enables you to block Fingerprinting and
Deanonymization from occurring on all websites ("opt-
ing out" of Fingerprinting and Deanonymization).
When enabled, the setting sends misleading signals
to all websites, which prevents Fingerprinting and
Deanonymization from occurring. Assume that you will
be able to undo this setting at any time.

“Nag” Screens

Imagine that you are given a new setting in your browser that enables you to block
"Nag" Screens on specific websites you choose ("opting out" of "Nag" Screens
on these websites). When enabled, your browser blocks "Nag" Screens on specific
websites, removing them from the contents of websites you opt out from. By
default, on websites you have not opted out from, "Nag" Screens are still shown
as they would normally be. Assume that you will be able to reverse this setting on
any website, at any time.

Imagine that you are given a new setting in your browser
that enables you to block "Nag" Screens ("opting out"
of "Nag" Screens). When enabled, your browser blocks
"Nag" Screens everywhere, removing them from all
websites. Assume that you will be able to undo this
setting at any time.

Crypto-Mining

Imagine you are given a new setting in your browser that enables you to block
Crypto-Mining on specific websites you choose ("opting out" of Crypto-Mining on
these websites), preventing Crypto-Mining from taking place on these websites in
your browser. By default, on websites which you have not opted out from, Crypto-
Mining is still allowed. Assume that you will be able to reverse this setting on any
website, at any time.

Imagine you are given a new setting in your browser
that enables you to block Crypto-Mining on all web-
sites ("opting out" of Crypto-Mining), preventing any
Crypto-Mining from taking place in your browser. As-
sume that you will be able to undo this setting at any
time.
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the priming exercise in the first part of the survey, in
random order:|

Consider [specific user-provided website], which is a
[website category] website.

If you had a single one-click setting which enabled
you to opt out of [PIP] on [specific user-provided web-
site], how likely would you be to use it? [Participant
is presented with 4-point Likert scale response options
ranging from Very Unlikely to Very Likely with no neu-
tral response.]

Consider all the [website category] websites across
the entire internet, which includes [specific user-
provided website] and [specific user-provided website].

If you had a single one-click setting that enabled
you to opt out of [PIP] on all [website category] web-
sites, how likely would you be to use it? [Participant
is presented with 4-point Likert scale response options
ranging from Very Unlikely to Very Likely with no neu-
tral response.]

[Participant is presented with a randomized atten-
tion check question, which includes a reCAPTCHA
test.]

Section 5

What benefits do you think that companies which have
[PIP] on their website get from [PIP]? [Participant is
presented with a free text entry field.]

Are you aware of anything you can do to enable or
disable [PIP] while browsing? Please explain. [Partici-
pant is presented with a free text entry field.]

Have you ever tried to enable or disable [PIP|? [Par-
ticipant may choose between: Yes/No]

Why or why not? [Participant is presented with a
free text entry field.]

[If the participant answered yes:] How did you know
if you succeeded or failed? Would you want to be in-
formed about the presence or absence of [PIP] on the
websites you browse? [Participant is presented with 5-
point Likert scale response options ranging from Defi-
nitely Yes to Definitely not with a neutral response of I
don’t know.J

[Participant is presented with the post-survey.]
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Survey 2 - Quantitative
Section 1

The next part of the survey is intended to collect your
thoughts and experiences with a particular web technol-
ogy.

Please read the description of the technology
on the following page carefully. You will be asked
a series of questions which depend on you having
read the description.

[Participant is presented with the PIP description.]
Here are some examples of concrete risks and benefits
for [PIP].

Please take note of these risks and bene-
fits and consider them carefully as you progress
through the rest of the survey. [Participant is pre-
sented with the list of PIP risks and benefits.]

Throughout the survey, you can click on the follow-
ing button located at the top of each page, to see a re-
minder of the definition of [PIP] and the risks and ben-
efits associated with it. [Participant is presented with a
button labeled with the name of the PIP, which is present
throughout the survey on the top of each page.]

Section 2

In this section, you will be asked about [PIP] in a variety
of scenarios.

Please carefully consider the definition of
[PIP] and the associated risks and benefits you
just saw when answering the questions which fol-
low.

[The following section repeats for all the specific web-
sites participants were asked about, across all website
categories, in random order.]

[Participant is presented with a screenshot of a spe-
cific website, along with the name of the website, their
logo, the date they were established, the country they are
based in.]

[website name] is a [website category] website, es-
tablished [date], based in [location).

Please take a moment to familiarize yourself with
the website if you aren’t already familiar with it.

[Participant is presented with the scenario text for opt-
ing out of a specific website.]
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Consider [website], which is a [website category/
website. How likely would you be to use the setting de-
scribed above to opt out of [PIP] on [website]? [Par-
ticipant is presented with 4-point Likert scale response
options ranging from Very Unlikely to Very Likely with
no neutral response.]

[Participant is presented with the scenario text for opt-
ing out of a website category.]

Consider all the [website category] websites
across the internet, which includes the two websites
you saw a moment ago, [specific website] and [specific
website], and many others.

How likely would you be to use the setting described
above to opt out of [PIP] for all [website category] web-
sites?

This setting would not affect your separate
choice to opt out (or to not opt out) for spe-
cific websites. [Participant is presented with 4-point
Likert scale response options ranging from Very Unlikely
to Very Likely with no neutral response.]

Section 3

[Participant is presented with the scenario text for opt-
ing out of PIP on every website.]

Note that this would apply to every website
you visit, no matter what category it belongs to.

How likely would you be to use the setting described
above, to opt out of [PIP] on every website you
visit? [Participant is presented with 4-point Likert scale
response options ranging from Very Unlikely to Very
Likely with no neutral response.]

Section 4

Please answer the following questions about how often
you would like to be notified about [PIP] on different
categories of websites. [The participant is presented with
a matriz of questions from all website categories in ran-
domized order.]

On [website category] websites, how often would you
like to be notified about [PIP]? [Participant is presented
with 5 response options: Notify every time I visit, Notify
me only once per week, Notify me only once per month,
Notify me only the first time I visit, Never notify me.]

[Participant is presented with the post-survey.]
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Grounded Analysis Codebook

Overarching Themes

The codebook contains 26 codes in 7 categories of
codes which represent overarching themes seen in the
responses. “Trends” refers to a category of codes which
were generated in second-cycle coding, which had spe-
cific relevance to trends in responses seen after first-
cycle coding. “Understanding” is a category based
around questions concerning what practices participants
seemed to understand, or misunderstand. “Bad As-
sumptions” is a category of responses created in second-
cycle coding which was intended to identify specific as-
sumptions that participants were making in their re-
sponses that were at times based on misunderstandings,
lack of knowledge, or misperceptions. “Opposition” is
a category which reflects attitudes, actions, and con-
cerns participants expressed in opposition to intrusive
practices. “Acceptance” highlights reasons, experiences,
and expressions of ambivalence or ignorance towards
practices which led to accepting them in certain cir-
cumstances. “Experience” is a category which highlights
specific experiences, incidents, and their circumstances
which participants shared, as well as expressions of lack-
ing experience. Finally, “Miscellaneous” was a category
with only one code, used to highlight responses which
were selected for removal from the dataset due to poor
quality or survey abuse which was not detected by au-
tomated measures. It is worth noting that some codes
were not mutually exclusive; many of the responses con-
tained multiple layers of meanings and thus were assign
several codes simultaneously.

Trends
security_ thinking: participant expresses evidence of
thinking that is directly related to security, protection
from security threats, protecting accounts and prevent-
ing fraud/scams (10 instances in 10 responses)
profiling_ mentions_ ads: participant explicitly
seems to be making a connection between behavioral
profiling and advertisements, targeted or otherwise (3
instances in 3 responses)
breakage: participant explicitly mentions parts of
a website not functioning correctly (7 instances in 7 re-
sponses)

Understanding
understanding__demonstrates_ knowledge: par-

ticipant expresses factual or operational knowledge of



Managing Potentially Intrusive Practices In The Browser

the technology and/or ramifications of their interactions
with it (371 instances in 160 responses)

understanding_ vague: participant seems to ex-
press a vague or incomplete understanding of the tech-
nology or their interactions with it, such that it is dif-
ficult to gauge their level of understanding or expertise
(123 instances in 83 responses)

understanding_ misconception: participant
seems to demonstrate a lack of knowledge about the
technology and/or ramifications of their interactions
with it, either by expressing factual inaccuracies, or
other errors such as mixed-up terminology (110 in-
stances in 74 responses)

Assumptions
bad__assumption: participant seems to be making an
incorrect assumption (129 instances in 99 responses)

adblocker__effectiveness: participant seems to be
making a bad assumption, specifically about the effec-
tiveness of ad blocking tools (21 instances in 19 re-
sponses)

incognito__mode: participant seems to be making
an assumption, specifically about the effectiveness of
incognito mode/private browsing mode or similar fea-
tures offered by private browsers, Tor, VPNs, general
privacy extensions which are not ad-blockers, clearing
cookies/history (58 instances in 51 responses)

antivirus: participant seems to be making an as-
sumption about the effectiveness of antivirus tools or
firewalls in blocking privacy threats (3 instances in 3
responses)

has_ control: participant seems to be making an
assumption about having control over a setting which
does not actually exist, or over a variable which they
do not actually have control over (60 instances in 62
responses)

safe_ browsing: participant seems to be making
an assumption about being protected based on their
own special browsing behavior, which makes them safe
(15 instances in 13 responses)

malware__risk: participant seems to be making an
assumption about the risk of being infected with mal-
ware (12 instances in 12 responses)

concerned__ads: participant is explicitly con-
cerned with advertisements, either thinking that this
is the way they can tell there is a problem, or that they
are safe (16 instances in 16 responses)

unconcerned: participant seems to be totally un-
concerned with any privacy or security risk that may
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come about as a result of this practice (7 instances in 7
responses)

Opposition
opposition__action: a specific action or mitigation
strategy that a participant employs to oppose an in-
trusive practice (83 instances in 80 responses)
opposition__disable__attempt: participants ex-
periences with disabling/attempting to disable a prac-
tice (54 instances in 51 responses)
opposition__concern: participants expressing a
specific concern that they were attempting to ad-
dress/mitigate (138 instances in 113 responses)

Acceptance
acceptance__approval: reasons why participants seem
to express explicit or tacit approval of a practice; they
like it, and they don’t believe that there are nega-
tives/risks for them (50 instances in 44 responses)
acceptance__ambivalence: reasons why partici-
pants seem to express explicit or tacit acceptance to-
ward a practice; they recognize it is/might be bad or
intrusive, but it does not bother them, will not get in
the way, etc. (34 instances in 33 responses)
acceptance__ignorance: reasons where partici-
pants express ignorance about a practice and/or the
ramifications of their interactions with it, suggesting
that they are okay with the practice because they do
not understand it or know enough about it to form an
opinion (108 instances in 107 responses)

Experience
experience__positive: participants express a positive
experience when interacting with a practice, including
acknowledging that they received a benefit (9 instances
in 8 responses)

experience__negative: participants express a neg-
ative experience when interacting with a practice, in-
cluding fears of repercussions, “creep factor” and other
concerns or harms that they directly or indirectly expe-
rienced (29 instances in 25 responses)

experience__neutral: participants express some
form of experience with interacting with a practice, but
without obvious or apparent risks or benefits; they just
acknowledge that there was some kind of experience
without making a judgment about it (65 instances in
65 responses)
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experience_ lacking: participants expressing a
lack of experience and/or ignorance about whether they
actually had an experience with a practice (9 instances
in 8 responses)

— 525

Table 8. Breakdown of self-reported demographics from our sur-
veys. Note that the quantitative Survey 2 had additional demo-
graphics collected, which were not collected during the qualitative

Survey 1.
Survey 1  Survey 2
Total Responses 223 1069
Survey Abuse 24 48
Rejections Poor Quality 13 0
Rejection Rate 17% 4%
Male 65% 57%
Gender Female 35% 42%
Other 0% 1%
18 to 24 9% 6%
Age Range 25 to 44 69% 69%
45 to 64 19% 21%
> 65 3% 4%
< High School <1% <1%
High School 14% 11%
. Some College 14% 18%
Education Level 2-year Associates 11% 13%
4-year Bachelor's 48% 45%
Advanced Degree 12% 13%
Rural Area 10% 12%
City Size Town or Suburb 41% 37%
City 31% 32%
Large City 18% 19%
Never Married 51% 42%
. Married 37% 47%
Marital Status Divorced 8% %
Other 4% 5%
Mean 3.7 3.8
SA-6 Score [26] Median 3.8 3.8
Std. 0.86 0.83
B ) STEM - 41%
Education Field Non-STEM - 59%
0,
Employment Field zzf-'\élTEM - :8;‘:
Chrome - 80%
Firefox - 13%
Safari - 3%
Preferred Browser Edge - %
IE - 1%
Other - 2%
This year - 24%
i This month - 42%
Looked at Settings This week - 31%
Never - 3%
This year - 33%
i This month - 43%
Changed Settings This week - 8%
Never - 6%
. Yes - 19%
At-Risk Group No - 81%




Table 9. Regression table for opt-out likelihood for all PIPs. Factor levels with no data points are marked with (), and odds ratios
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which did not converge due to large standard error are marked NC. P-values and odds ratios (Z-test) are shown with respect to the

intercept. All factors are included (except gender and SA-6), however factors with statistically significant p-values are darkened. In-

tercept: AgeRange [18-24], EducationLevel [Associates], CitySize [City], MaritalStatus [Divorced], EmploymentStatus [Employed],
EmploymentField [Non-STEM], PrivacySettings_LastLooked [Past month], PrivacySettings_LastChanged [Past month], Browser

[Chrome], PrivacySurveys_PastYear [6-9], Privacy_AtRisk [FALSE], website_category [ADULT].

Behav. Profiling (n=113)

Reporting (n=113)

Session Replay (n=99)

Targeted Ads (n=103)

Factors Odds Ratios P Odds Ratios P Odds Ratios P Odds Ratios P
(Intercept) 22.86 0.009 2.39 43.54 0.043 1.25
AgeRange [25-44] 1.09 0.83 2.32 3.8 0.016
AgeRange [45-64] 1.56 3.53 1.93 4.41 0.021
AgeRange [65+] 534 4.8 NC 7.87 0.045
EducationLevel [Bachelors] 0.38 0.043 1.79 0.55 0.86
EducationLevel [PhD] 0 19.53 0.019 0.14 1.61
EducationLevel [High School] 0.41 2.29 0.35 0.62
EducationLevel [<High School] 0 0 0.12 0
EducationLevel [Masters] 0.30 0.053 1.45 0.34 1.2
EducationLevel [JD, MD] 1.01 NC 1.18 5.1
EducationLevel [Some College] 0.56 2.58 0.080 1.03 1.05
EducationField [STEM] 0.72 4.09 0.007 0.71 0.45 0.047
CitySize [Large City] 2.84 0.018 2.08 1.29 1.24
CitySize [Rural Area] 1.81 1.5 1.27 0.84
CitySize [Town or Suburb] 2.35 0.022 1.05 3.93 0.006 1.18
MaritalStatus [Married] 1.45 0.88 0.28 3.17 0.059
MaritalStatus [Never married] 0.85 1.44 0.37 1.72
MaritalStatus [Prefer not to disclose] 0.16 0.74 0.35 93.95
MaritalStatus [Separated] 3.14 1.42 4.16 20.74 0.002
MaritalStatus [Widowed] 2.22 3.85 0.13 0
EmploymentStatus [Student] 0 0.2 0.026 0.04 1.85
EmploymentStatus [Unemployed] 2.32 0.16 0.003 0.44 0.64
EmploymentStatus [Prefer not to answer] 1.19 4.01 0 0
EmploymentField [STEM] 0.79 0.33 0.031 1.1 1.46
PrivacySettings_LastLooked [Past week] 3.20 0.015 1 2.58 2.09 0.033
PrivacySettings_LastLooked [Past year] 1.07 1.13 1.21 2.64 0.042
PrivacySettings_LastLooked [Never] 4.92 99.44 0.007 0.55 0.99
PrivacySettings_LastChanged [Past week] 0.09 <0.001 1.94 0.88 1.3
PrivacySettings_LastChanged [Past year] 0.31 0.004 1.11 1.3 1.11
PrivacySettings_LastChanged [Never] 0.05 <0.001 0.67 1.49 1.93
Browser [Edge] 0 0.87 0 0
Browser [Firefox] 1.92 1.94 0.47 3.75 0.011
Browser [IE] 5.19 0.03 0.020 0 2.25
Browser [Other] 4.37 15.99 0.007 NC 2.36
Browser [Safari] 1.32 1.22 0.02 0.024 10 0.011
PrivacySurveys_ PastYear [<5] 0.68 1.2 0.4 1.33
PrivacySurveys_ PastYear [>10] 1.91 2.2 0.72 2.32
PrivacySurveys_ PastYear [0] 0.71 0.97 0.33 0.35 0.012
Privacy_ AtRisk [TRUE] 2.66 0.028 3.05 0.007 3.22 0.016 1.32
website_category [FINANCE] 0.60 0.29 <0.001 0.69 0.34 0.001
website_category [GAMES] 0.14 <0.001 0.17 <0.001 0.12 <0.001 0.12 <0.001
website_category [HEALTH] 0.20 <0.001 0.11 <0.001 0.12 <0.001 0.1 <0.001
website_category [NEWS] 0.27 <0.001 0.22 <0.001 0.1 <0.001 0.3 <0.001
website_category [SHOPPING] 0.15 <0.001 0.13 <0.001 0.23 <0.001 0.08 <0.001
website_category [SOCIAL] 1.05 0.64 0.88 0.53 0.05
website_category [TRAVEL] 0.46 0.008 0.39 0.001 0.53 0.28 <0.001
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Crypto-Mining (n=102)

Identity Sign-In (n=133)

Fingerprinting (n=121)

Nag Screens (n=104)

Factors Odds Ratios P Odds Ratios P Odds Ratios P Odds Ratios P

(Intercept) 1423.54 0.012 642.25 <0.001 27.39 0.001 141.75 <0.001
AgeRange [25-44] 0.32 0.13 0.009 0.57 0.48

AgeRange [45-64] 0.44 0.11 0.009 0.56 0.45

AgeRange [65+] 4.38 0.09 1.6 0.27

EducationLevel [Bachelors] 1.2 1.38 1.7 0.51

EducationLevel [PhD] 0.08 0.043 1.99 1.55 0

EducationLevel [High School] 0.3 0.036 1.04 0.64 0.26 0.041
EducationLevel [<High School] 0 NC 0 0

EducationLevel [Masters] 2.51 1.79 5.77 0.002 1.04

EducationLevel [JD, MD] 0.17 0.047 7.84 1.94 2.95

EducationLevel [Some College] 0.52 0.98 3.01 0.020 0.57

EducationField [STEM] 0.57 1.68 2.47 0.71

CitySize [Large City] 0.65 0.69 0.47 0.049 0.62

CitySize [Rural Area] 3.67 0.032 0.78 0.43 0.39

CitySize [Town or Suburb] 0.36 0.003 0.89 0.97 0.54

MaritalStatus [Married] 0.01 0.41 0.27 0.011 0.6

MaritalStatus [Never married] 0.02 0.22 0.013 0.41 0.66

MaritalStatus [Prefer not to disclose] 0 0.019 5.01 0.54 NC

MaritalStatus [Separated)] 0.03 0 0 746.3

MaritalStatus [Widowed)] 0.2 0.03 0 1.36
EmploymentStatus [Student] 83.24 0.007 0.21 13.42 0.041 3.37
EmploymentStatus [Unemployed] 0.83 1.65 1.28 1.47
EmploymentStatus [Prefer not to answer] 0 112 2.62 0.15

EmploymentField [STEM)] 4.93 <0.001 1.08 0.5 1.18
PrivacySettings_LastLooked [Past week] 0.25 0.002 1.87 1.42 0.34 0.015
PrivacySettings_LastLooked [Past year] 0.69 2.03 0.79 0.71
PrivacySettings_LastLooked [Never] 1.89 3.36 0.22 0.03 0.014
PrivacySettings_LastChanged [Past week] 1.33 0.51 0.63 1.75
PrivacySettings_LastChanged [Past year] 0.93 0.38 0.010 0.62 0.71
PrivacySettings_LastChanged [Never] 0.04 0.006 0.07 <0.001 1.31 3.69

Browser [Edge] 8.93 0.021 0.88 0.27 0

Browser [Firefox] 2.83 0.013 1.83 1.78 2.85 0.022
Browser [IE] 0 27.42 3.79 13.27

Browser [Other] 0 0.22 0.018 0.25 7.75

Browser [Safari] NC 0.54 0.22 0.48

PrivacySurveys_ PastYear [<5] 1.14 0.39 0.020 1.43 0.6

PrivacySurveys_ PastYear [>10] 2.06 0.99 1.74 2.35
PrivacySurveys_PastYear [0] 2.27 0.46 0.91 0.61

Privacy_AtRisk [TRUE] 2.35 0.029 0.79 1.53 0.84

website__category [FINANCE] 1.42 0.25 <0.001 0.09 <0.001 0.21 <0.001
website_category [GAMES] 0.9 0.16 <0.001 0.14 <0.001 0.56 0.036
website_category [HEALTH] 0.33 <0.001 0.19 <0.001 0.13 <0.001 0.22 <0.001
website_category [NEWS] 0.5 0.029 0.16 <0.001 0.32 <0.001 0.63

website__category [SHOPPING] 0.81 0.16 <0.001 0.16 <0.001 0.28 <0.001
website_category [SOCIAL] 1.84 0.23 <0.001 0.39 <0.001 1.05

website_category [TRAVEL] 1.33 0.34 <0.001 0.28 <0.001 0.5 0.012
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