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Abstract: Privacy regulations such as the General Data
Protection Regulation (GDPR) of the European Union
promise to empower users of online services and to
strengthen competition in online markets. Its Article 17,
the Right to Erasure (Right to be Forgotten), is part of
a set of user rights that aim to give users more control
over their data by allowing them to switch between ser-
vices more easily and to delete their data from the old
service. In our study, we investigated the data deletion
practices of a sample of 90 online services. In a two-
stage process, we first request the erasure of our data
and analyze to what extent public data (e.g., posts on a
social network) remains accessible in a non-anonymized
format. More than six months later, we request informa-
tion on our data using Right of Access requests under
Art. 15 GDPR to find out if and what data remains. Our
results show that a majority of services perform data
erasures without observable breaches of the provisions
of Art. 17 GDPR. At 27%, the share of non-compliant
services is not negligible; in particular, we observe dif-
ferences between requests submitted using a dedicated
button and formal requests under Art. 17 GDPR.
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1 Introduction

Today, individuals are confronted with countless situa-
tions in which data (about them) is created, transferred,
and stored by online services. At the same time, the
rapidly increasing technological complexities have made
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gaining control over one’s own data increasingly harder

over recent years; partly because by its very nature, per-

sonal data is intangible and therefore its duplication is
relatively easy [1]. Thus, data privacy has become in-
creasingly important.

Politou et al. [2] argue that users primarily want
more control and transparency on the way data is used
and reused, rather than privacy in the sense of con-
cealment. However, eight out of ten EU citizens state
that they feel as if they do not have complete control
over their data and of these, two thirds are concerned
about it [3]. Changing the default settings on online
platforms can help to increase privacy [4]. However, in
Germany, only 54% of users tried to change the default
privacy options on social networks [5]. Research on the
privacy paradox phenomenon indicates that the behav-
ior of users does not reflect their concerns about privacy
[6, 7]. Privacy regulation can help to close that gap, in
particular, by empowering users in their relationships
with online services.

One of the most prominent privacy regulations,
which addresses the need of users to gain control over
their data, is the General Data Protection Regulation
(GDPR). It came into effect on May 25, 2018, and fea-
tures the Right to Erasure (Article 17). This right allows
data subjects (e.g., users), under certain circumstances,
to have their personal data erased from data controllers
(e.g., companies) without undue delay [8]. To reduce
one’s digital footprint it is certainly useful to have one’s
data deleted if the processing of the data by the data
controller does not seem useful or beneficial to the user.
There are many different reasons why a data subject
would want to make use of the Right to Erasure:

— The data subject discovers that a certain service
collects and processes too much data and therefore
no longer wishes to use the service and wants their
data deleted for privacy reasons.

— The data subject switched providers (e.g., using the
GDPR’s Right to Data Portability [9]) and wants
their data to be erased from the previous provider.

— Having inactive accounts poses a security risk. For
example, the more accounts a user has, the higher
the chance of being involved in a data breach. In
2018, MyHeritage experienced a data breach in
which more than 92 million email addresses and
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hashed passwords were stolen [10]. The disclosure
of email addresses alone can be sufficient to infer
sensitive user information, in this case the request
of a genetic test. Other data breaches have occurred,
where even more sensitive data was leaked, such as
credit card information [11].

However, for companies, data is a valuable resource in

data-driven markets implying a desire to hold onto user

data rather than deleting it. This leads to the follow-

ing research question: How do data controllers deal

with data erasure in practice and what are the

implications for data subjects? To answer this, we

examine the following aspects:

—  What kind of data can users of websites easily delete
in their accounts?

— Under what circumstances and how can data sub-
jects exercise their Right to Erasure?

— Isrequesting an account deletion within the account
equivalent to a formal Right to Erasure request?

— How do data controllers respond to data deletion
requests?

— What kind of data remains after a successful data
deletion request?

For this purpose, we created accounts on 90 digital plat-
forms and provide them with our data, which we then
subsequently try to have deleted. First, we examine
what kind of data a user can delete from within the
account without terminating the account completely.
Second, we try to delete all our data by deleting the
account within the account settings and, wherever not
possible, we formulate a proper Right to Erasure request
to the data controller. After this process, we verify the
completeness of the deletion by analyzing possibly re-
maining public data. Finally, we make Right of Access
by the Data Subject (Art. 15 GDPR) requests after a
waiting period of more than six months. To gain addi-
tional insights into the deletion processes, we also an-
alyzed the privacy policies of all 90 services regarding
the Right to Erasure, we sent out a set of questions con-
cerning data deletion to the Data Protection Officers of
the services, and, whenever the deletion process was not
complete, we asked data controllers for an explanation.
To the best of our knowledge, this study is the first to
investigate data erasure under Art. 17 GDPR from an
empirical perspective.

Within this study, we find evidence that 27% of
services do not erase data in a way that is compliant
with the provisions of the GDPR’s Right to Erasure.
We further find a compliance gap between data erasure
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requests submitted using dedicated erasure buttons and
formal written requests under Art. 17 GDPR. This ob-
servation raises the regulatory question of whether these
methods should lead to an equivalent scope of deletion.
From our results, we can derive several recommenda-
tions which can serve as best practices for services. We
especially see a need for reducing heterogeneity in the
processing of erasure requests, for providing more in-
formation on the scope of deletion, and for a stricter
authentication before requests are processed.

The remainder of the paper is structured as follows:
In Section 2, we explain the Right to Erasure (Art. 17)
and the role of the GDPR alongside the challenges the
Right to Erasure might pose for companies. In Section 3,
we describe our methodology and discuss ethical impli-
cations. The results are then presented in Section 4. We
give specific insight on data erasure practices of services
in Section 5. In Section 6, we discuss our findings and
suggest best practices. We end with a brief summary
and possible limitations in Section 7.

2 Background

The GDPR regulates the processing of personal data
and aims to empower users by giving data subjects more
control over their personal data that is stored by data
controllers. Recital 7 of the GDPR states that “natural
persons should have control of their own personal data”
[8]. Notable user rights are formulated as the Right to
Data Portability (Article 20), the Right of Access by the
Data Subject (Article 15), the Right to Object (Article
21) and the Right to Erasure (Article 17), which is the
main topic of this paper.

Article 6 (“Lawfulness of processing”) states that
“processing shall be lawful only if and to the extent
that at least one of the following applies”: when con-
sent by the data subject is given, when processing is
necessary for a contract that the data subject is part of,
when processing is necessary for compliance with legal
obligations, when processing is necessary for the per-
formance of a task carried out in the public, and when
processing is needed for legitimate interests of a data
controller [8].

Article 7 (“Conditions for consent”) explains that
the consent “shall be presented in a manner which is
clearly distinguishable from the other matters, in an
intelligible and easily accessible form, using clear and
plain language” [8]. Thus, for example, a pre-ticked box
during a sign up process violates the GDPR (e.g., when
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signing up for a social media platform, a pre-ticked
“make my profile public” checkbox does not comply
with the GDPR; see [12] for the related decision of the
Court of Justice of the European Union on cookie con-
sent). Furthermore, the data subject has the right to
withdraw from their consent and it should be “as easy
to withdraw as to give consent” [8]. Generally, the ap-
proach the GDPR takes is to enable privacy by default
and by design [1].

The GDPR intends to punish non-compliance with
hefty fines of up to 20 million Euros or 4% of the to-
tal worldwide annual turnover of the preceding financial
year, as stated in Article 83 [8]. Thus, it is in the best
interest of data controllers to achieve compliance with
the GDPR as the consequences are quite substantial.

2.1 Right to Erasure

In Article 17, the GDPR formulates the Right to Era-

sure which, in certain circumstances, enables data sub-

jects to have their personal data deleted from data con-
trollers, e.g., when:

— The controller does not need the data anymore.

—  The controller is processing the data unlawfully.

— The data subject objects to the data processing.

—  The data subject withdraws their consent and there
is no legal ground for the data controller to keep
processing the data.

— The data subject was a child at the time of the data
collection.

— The data has to be erased because of a legal obliga-
tion.

The erasure of a data subject’s data must be performed
“without undue delay” [8]. Article 12(3) demands that
controllers inform individuals on actions taken within
one month with a possible extension by two further
months. Furthermore, the controller must inform third
parties, those that also process the data subject’s data,
of the Right to Erasure request.

Article 17(3) defines exceptions where the data con-
troller is not obliged to always erase a data subject’s
personal data:

—  The processing is needed for exercising the right of
freedom of expression and information.

— The processing is needed for compliance with cer-
tain legal obligations.

—  The processing is needed for reasons of public inter-
est in the area of public health.
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— The processing is needed for archiving purposes in
the public interest, or for scientific or historical re-
search purposes or statistical purposes.

— The processing is needed for the establishment, ex-
ercise or defense of legal claims.

2.2 Challenges for Companies

Just prior to the GDPR coming into effect in 2018, a
survey on the challenges the GDPR created for compa-
nies found that the article of greatest concern was Arti-
cle 17, which 42% of interviewed companies mentioned
[13]. 46% of respondents noted that they had a limited
understanding of the GDPR. 51% said that there was
a way to clear old data, while 60% answered that this
would “lead to changes in procedures and routines” [13].

In 2018, shortly after the GDPR came into effect,
Wong and Henderson [14] made 230 Right to Data
Portability requests (a right which allows users to ex-
port their data from services) and found that only 163
(70.9%) data controllers actually responded. Out of
those responses, the data was not always in a compliant
file format. In 2020, Syrmoudis et al. [15] found similar
results: out of 182 data portability requests, only 135
(74.2%) were executed in some form within the legally
required period. Within the legally specified timeframe,
only 52 (28.6%) services provided a data export that was
compliant with the provisions of Art. 20 GDPR (i.e., a
complete export in a structured, commonly used, and
machine-readable format).

Already in 2014, Herrmann and Lindemann [16]
sent out deletion requests to vendors of smartphone
apps and websites popular in Germany. Their findings
show that, out of 56 apps that allowed creation of a user
account, 54% fulfilled the request properly after one re-
quest. After a second request, this compliance rate in-
creased to 57%. Out of 120 websites, 48% fulfilled the
request properly after the first inquiry and 52% after
the second inquiry.

The Right to Erasure poses some challenges for com-
panies handling data. Not only the original data but also
all replicas have to be erased [17]. Sarkar et al. [17] argue
that identifying replicas, especially when data is stored
over multiple servers and databases, can be difficult.
Furthermore, they mention that designing algorithms
for data erasure is not an easy task as they must ensure
secure deletion and leave minimal room for retrieval of
the deleted data. Additionally, Kelly et al. [18] state
that companies only process a fraction of the stored
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data and therefore do not understand the majority of
the data they hold.

Depending on the kind of technologies a company
uses to store personal data, compliance with the Right
to Erasure might pose a serious challenge. This can be
demonstrated by taking blockchains as an example. As
the GDPR was drafted with centralized data storage in
mind, the evolution of decentralized solutions raises new
regulatory challenges [19]. Pagallo et al. [20] state that,
when looking at the Right to Erasure and blockchains,
a clash can be observed.

One of their proposed ways to combine the use of
blockchains with the possibility of data erasure is the use
of encryption methods. Then, upon receipt of a Right to
Erasure request, the encryption key can be destroyed,
thereby “erasing” the personal data. When using strong
encryption, it is almost impossible to decrypt the en-
crypted data without having access to the key.

3 Methodology

To examine what kind of data can be deleted from data
controllers and how they handle data deletion requests
in the real world, several fresh accounts were created on
various websites by one of the authors.

For this purpose, a fictional person was created by
randomly generating a male first and last name from
the top 500 German first and last names, respectively.
[21, 22]. Additionally, date of birth, place of birth, oc-
cupation, address, phone number, credit card, and in-
terests were assigned to this fictional person. For the
date of birth, a random date was chosen. For the place
of birth, the city of the author was chosen. As occupa-
tion, student was chosen. For the address, the author’s
address was chosen, excluding the apartment number.
This was done to ensure that in the event of a data
controller sending a letter, the author would be able to
access it. A prepaid SIM card and a prepaid credit card
were registered. Five separate email accounts at five dif-
ferent providers were created in order to register on the
websites. The major reason for the use of multiple email
addresses was to mitigate the risk of data loss if we were
to be locked out of our email account for some reason.
Lastly, a website, which uses Al to generate fake por-
trait pictures of humans, was used to create a profile
picture [23].

The purpose of the process was to protect the au-
thor’s own privacy where possible, even though not fully
(an ID card was required for the registration of the pre-
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paid SIM card, the author’s real address had to be cho-
sen, no methods were used to hide the real IP address).
Furthermore, a fake name was used to mitigate the risk
of a data controller deleting data from the author’s pri-
vate accounts.

The data collection for this study was divided into
six steps:
Sign Up Process
Data Feeding Process
Manual Data Deletion Process (within the account)
Complete Deletion Process
Data Access Process

o CUk e

Follow-Up and Survey

We discuss the individual steps in the following subsec-
tions.

3.1 Sign Up Process

The SimilarWeb [24] ranking of top websites was used
to choose 90 services. The accounts were created in De-
cember 2019. At that time, the ranking data from Sim-
ilarWeb was from November 1, 2019. Accounts for each
of the top 50 websites worldwide and in Germany were
created, respectively, excluding websites that:

— do not feature an account creation

— do not operate in the European Union

— do operate in the European Union, but the website’s
language is not English or German (e.g., Russian,
Chinese)

— are already in the sample with an associate service
(e.g., Google and Gmail, Bing and Microsoft; only
one account was created and not two)

— come under the adult category

One website did not come under any of those five points
but was excluded because it did not accept the last name
of the created fictional person.

To ensure each category in the sample is represented
by multiple services, we added more services to the sam-
ple. Therefore, we made sure that for each SimilarWeb
category, which contains at least one service in the Ger-
man top 50, its five most popular services in Germany
are in the sample.

The registration process for the 90 accounts was
evenly spread across four of the five previously created
email accounts (one email address per 19-24 services).
The fifth email account was used in one case to register
on a website that we had not been able to register on
with another email address. If the registration process
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required the creation of an own email address on the
website (e.g., if the website was a mail service provider),
then this was performed instead.

During the registration process, the kind of data
which was required to sign up was documented. Notably
this included the full name, date of birth, address, phone
number, email, interests or a description, username, and
whether or not to receive emails (newsletters). This was
done in order to know what kind of data, after the step
described in Section 3.2, was actively entered on a web-
site and to ultimately assess what kind of data could be
deleted in the step described in Section 3.3.

3.2 Data Feeding Process

In this step, data was given to the websites. Therefore,
in each account, the settings were examined and data
was entered wherever possible. Data, which was entered
in the settings (or anywhere else on the website), in-
cluded the full name, gender, date of birth, address,
phone number, interests or a description, credit card in-
formation, and a profile picture. Additionally, if a web-
site offered the possibility of signing up for a newsletter
(or to receive emails more generally), this setting was
enabled as well.

If a website offered the possibility of creating pub-
lic posts or comments, sending private messages or
if the account featured a public profile, a second ac-
count for that website was created, private messages
were exchanged between both accounts and public
posts/comments were created on the first account. The
reason for keeping track of this was to see whether such
data could be deleted in the step described in Section 3.3
and what happens to public posts/comments, private
messages and public profiles in the step described in
Section 3.4. For the second account, we used a separate
email address and separate information. Since that ac-
count was only used to exchange private messages and
to verify the deletion of them (plus to verify the dele-
tion of public posts and public profiles if they can only
be seen when logged in), only the bare minimum of in-
formation needed to be entered during the registration
process.

Furthermore, each website was periodically logged
into and the website was used in order to create be-
havioral data. We tried to use the services as a normal
user would, e.g., streaming music on streaming plat-
forms, viewing items and creating wishlists on shopping
websites, reading news articles on news websites, etc.
This was performed manually to avoid the risk of be-
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ing flagged as a bot and potentially losing access to the
account. Furthermore, this process was aimed at simu-
lating the reality in which a user might use an account
over many weeks, months or even years. A data dele-
tion request on a fresh account could skew the results
because the data controller might see that the user does
not have any meaningful data and therefore might com-
plete the request more quickly.

Overall, the data feeding process took six weeks be-
fore the next step was initiated. Over the course of those
six weeks the active time spent on each website was
around 60 minutes, depending on the website. Using
the site passively, e.g., streaming music, does not count
towards this active time measure.

3.3 Manual Data Deletion Process
(Within the Account)

The previous two steps documented what data was ac-
tively entered on various websites. In this step, it was ex-
amined whether a specific type of data could be deleted
manually whilst logged into an account (without mak-
ing a Right to Erasure request or terminating the whole
account). It should be noted that, if the data could be
deleted, the same data was immediately reentered, in
order to have the highest possible amount of data prior
to initiating the data erasure requests later on.

It was also checked whether the user was able to
delete their profile photo, public posts/comments, and
private messages. Private messages were only classi-
fied as being able to be deleted if the sender could
delete them and they were also deleted for the receiving
party silently, without any notification. Whether mes-
sages also get deleted from servers cannot be assessed. If
the sender could delete a message but it was still visible
in the receiving party’s account, then this was classified
as not being able to be deleted.

3.4 Complete Deletion Process

The fourth step consisted of initiating the actual data
deletion requests. For this purpose, in each of the ac-
counts, the settings were examined and checked to de-
termine whether there was a dedicated option (e.g., a
button) for initiating an erasure request. If no such but-
ton was found, the search engine Google was used to
check online whether that specific website offers such a
button. If that was not successful either, the correspond-
ing privacy policy was inspected and the stated proce-



Leave No Data Behind — Empirical Insights into Data Erasure from Online Services

dure was executed (e.g., sending an email to the Data
Protection Officer). This approach was chosen because
this is how a regular user would most likely try to delete
their account/data. For users, it is more convenient and
faster to delete their account and data from within the
account than having to write an email or fill out a desig-
nated form. For Right to Erasure requests processed by
email, a self-created template was used, which is based
on two templates that were available online [25, 26]. The
email that was sent out to data controllers can be found
in Appendix A.

The data deletion requests were initiated in March
2020. It was observed how the data deletion requests
were handled, whether any challenges occurred when
making those requests, whether any authentication of
the user was necessary and what the response times
were. When a service contacted us for authorization,
we provided the necessary information.

Furthermore, after a completed request, the pub-
lic posts/comments, private messages, and public pro-
files were checked as well. We categorized the results as
deleted, anonymized, and not deleted.

If data is deleted, the data should be completely
deleted from the data controller’s servers. In our case,
we classified data as deleted when there was no visible
personal data to be found, e.g., when the public profile
page no longer existed or when public posts and private
messages were completely deleted, as if they had never
existed.

When data is anonymized, it is altered in such a
way that the data subject is no longer identifiable. We
used this classification when any association between
the user and their content was removed, e.g., the user-
name was set to “deleted user” and the profile picture
was removed but comments/posts and private messages
remained and were then associated with the deleted
user. It should be noted that a comment/post or pri-
vate message may itself contain personal information if
the user included such information themselves. In all
our public posts or private messages we did not share
any information that might identify the user. In cases
where the user shared personal information, a dissocia-
tion between the content and the user would still leave
the user identifiable.

Lastly, when data is not deleted, it is not erased from
the data controller’s servers. In our case, we found vis-
ible personal data, e.g., a comment/post remained and
was still associated with the user’s username/account.
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3.5 Data Access Process

To further investigate if data has been properly erased,
Right of Access by the Data Subject requests (Article
15) were sent out to all digital platforms. This was done
in November 2020, more than six months after the com-
plete deletion process was initiated. Privacy policies of
the websites were checked for either a contact email ad-
dress or a dedicated form. Again, a self-created tem-
plate was used, based on two templates available online
[27, 28]. The corresponding template can be found in
Appendix A.

3.6 Follow-Up and Survey

In cases where a service sent us a non-empty response to
the data access request, we wanted to know why there
was personal data remaining at the service. We there-
fore sent an informal follow-up email to these services
requesting an explanation for the incomplete deletion.

Additionally, and independent of the data erasure
and data access requests, we sent out a voluntary ques-
tionnaire to all 90 Data Protection Officers. For send-
ing out the questionnaire, a separate email address was
used. The questionnaire consisted of nine questions re-
garding the data erasure practices of the service (see
Appendix B for a list of questions) and was sent via
email.

3.7 Research Ethics

Ethical considerations are necessary to minimize neg-
ative impacts on the studied companies and their em-
ployees.

The focus of the study lies on organizational prac-
tices rather than individual behavior. We therefore col-
lected data through interaction with interfaces and
through email contact with companies. We closely fol-
lowed the methodology of recent related studies [14, 15,
29] to adhere to accepted data collection practices.

Less than one year after the GDPR became effec-
tive, a survey conducted by Kantar at the request of the
European Commission [30] found that 57% of respon-
dents have heard of the Right to Erasure and 13% have
even exercised it. Our study was conducted two years
after the GDPR became effective. We therefore assume
that our data erasure requests did not cause significant
harm (e.g., financial costs, employee time) to the stud-
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ied firms, as they should already have established pro-
cedures to process requests.

29 of the studied services explicitly require the pro-
vision of truthful personal information during registra-
tion, especially the correct name. For these services, our
methodology means a violation of their terms and con-
ditions. In most cases, the intention behind this require-
ment is to get correct information for processing orders
or to prevent hate speech from anonymous users. We
neither ordered anything nor interacted with other users
and therefore the violation of their terms and conditions
did not harm the services. Our methodology does not
violate other terms such as the prohibition of the use of
automatic data processing or web crawling.

The survey was conducted independently of the
data erasure and access requests. The contacted Data
Protection Officers could answer the questions volun-
tarily and the focus of the questions was solely on the
practices of the service rather than individual employ-
ees.

When collecting data and communicating with the
services, we behaved like normal users and did not dis-
close the actual reason for our requests. This minor de-
ception was necessary to ensure that we received unbi-
ased answers.

In order to protect the investigated services and
their employees from averse effects, we make sure that
none of the practices described can be linked to single
services. We further chose to follow the reasoning of [29]
to not debrief the services. In cases in which the pro-
cessing of GDPR requests is not fully automated, our
requests might be linkable to single employees. We want
to avoid any negative consequences for these employees
in cases in which our requests have not been fulfilled in
a GDPR-compliant way.

Apart from the impact on companies, the data feed-
ing process could potentially adversely affect other users
of the services. To minimize this risk, we did not post
or spread any political content or hate speech in our
public posts. There was no direct communication with
other users (except our own second account) and edits
on wikis and similar platforms were limited to the user
namespace.

Causing the harm documented above cannot be
avoided in order to effectively study the implementation
of data erasure among online services. Nevertheless, it
is necessary to evaluate the current state of data era-
sure to provide both lawmakers with evidence needed
for possible adjustments of privacy legislation and ser-
vices with insights on how to improve their processes.
We believe that our methodology minimizes the harm

— 443

caused for the services and employees involved and that
this harm is outweighed by the societal benefits of our
study.

4 Results

For users who want to delete personal data, both the
deletion of specific data and the erasure of complete
accounts are relevant scenarios. Our findings on manual
deletion are presented in Section 4.1, Sections 4.2 — 4.4
focus on account erasure, and Section 4.5 compares data
erasure practices by service popularity, request method,
company domicile, and industry.

4.1 Manually Deleting Individual Data

Besides deleting their whole account, a user might also
want to only delete specific parts of their personal data,
e.g., public posts in social networks or their message
history.

Table 1. Data that could be completely deleted, changed only,
or neither deleted nor changed during the data deletion attempt
within the account.

Data Yes Change Only No
Full Name 23 38 10
Gender 20 31 2
Date of Birth 24 20 12
Address 32 25 0
Phone Number 40 13 2
Interests/Description 28 4 4
Credit Card 14 1 2
Profile Photo 35 7 0
Comments/Public Posts 13 0 11
Private Messages 2 0 17

Table 1 lists the number of services that allow delet-
ing or changing of different data categories. We find that
out of 83 services where data for at least one of these
categories can be entered, a total of 76 services (92%)
enable the deletion of data. Services which offer a (pri-
vate) messaging functionality usually do not offer means
of deleting the messages (11%). Public data such as so-
cial media posts or comments can be deleted in 54% of
cases.
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Response Time
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Fig. 1. Cumulative distribution of response times to requests sent
via email.

4.2 Requesting the Data Erasure

In order to request the deletion of the complete account,
we first searched for a way to trigger an account dele-
tion from within the account settings. In our sample, 62
services (69%) offer a way of doing so.

The other 28 services were contacted via email or
contact form. Figure 1 shows the cumulative distribu-
tion of response times to email requests, i.e., the time
required before the services started the erasure proce-
dure. The mean response time is 4.4 days with a median
response time of 3 days. 3 services did not respond at all
of which 2 deleted the account silently. That means, at
some unknown point in time, the data controller deleted
all user data without notifying the user of said action.
3 services responded, but did not process the erasure
request. One service could not be contacted in the first
place because they did not list any email address or
contact form. Thus, 85 services processed the erasure
request, 83 of them actively confirmed that the erasure
has taken place.

37 services (41%) required at least one additional
authentication step. 27 of them requested the user to
reenter their password, 9 sent out an email where a con-
firmation link had to be clicked, an additional 4 required
the user to specify their email address, and 5 required
additional personal information (such as full name, ad-
dress, date of birth, etc.) as a proof of identity. One of
those 5 services asked for the address even though it
had never previously been entered.

After starting the erasure procedure, either by click-
ing on a “delete account” button or by the service’s Data
Protection Officer or by customer support after being
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Fig. 2. Cumulative distribution of total deletion times.

contacted, 54 of the 83 services (65%) deleted the data
on the same day. For 25 services, there was a transi-
tion period between 7 and 90 days (median: 30 days).
19 services explicitly stated that during this period, the
account erasure could be cancelled by the user, e.g., by
logging into the account or by contacting customer sup-
port via email.

Figure 2 shows the cumulative distribution of total
deletion times, consisting of both response time (if ap-
plicable) and transition period. We find that for more
than 50% of services, the account can be deleted on the
same day, the mean deletion time is 10.8 days.

For button requests, 30 out of 62 (48%) data con-
trollers sent a confirmation email directly after the dele-
tion process, stating that the account was either deleted
(when the account was deleted immediately) or set to
be deleted (when the response time was not 0). 15 out
of 19 (79%) data controllers that did not delete the ac-
count immediately, did not send a reminder email when
the account was deleted while 4 (21%) of them did once
it had been deleted.

For all email requests that were successfully com-
pleted, except when done so silently, we received a no-
tification when the erasure was completed.

4.3 Scope of Erasure

After the account erasure was completed, we checked
for any remaining visible personal data from our deleted
accounts.

We were able to check this for 33 services where
the user has a public profile, can make public posts or
comments, or send private messages to other users. As
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Table 2. Distribution of public profiles, public comments/posts,
and private messages which were deleted, anonymized or not
deleted.

Data Deleted Anonymized Not Deleted
Public Profile 22 1 4
Public Posts 12 6 6
Private Messages 8 7 4

shown in Table 2, we find that a majority of services
deleted or anonymized this data. At 9 of the 33 ser-
vices (27%), personal data was not properly deleted or
anonymized.

Out of the 90 services, we could choose to receive
recurring newsletters or promotional emails upon regis-
tration or within the user account in 67 cases. After the
complete deletion process, 12 services (18%) still sent a
newsletter.

4.4 Data Access

More than six months after the erasure requests, we
contacted all 90 services again with a data access request
under Art. 15 GDPR. 78 services replied to our request,
58 of them stated that there was no data stored for the
given email address, and 6 could not process the request.

However, 14 replies contained actual personal data,
like the user’s email address, for example. Furthermore,
these replies could also contain, but were not limited to,
the full name, address, last used IP address(es), regis-
tration date, given consent to a newsletter subscription,
and email conversations. One data controller replied
with an extensive amount of data, including the user’s
search queries, wishlist, products and items the user has
viewed, and a list of advertisers whose ads the user has
clicked. Another data controller included sent and re-
ceived private messages and the user’s public comments.

The mean response time was 13.5 days with a me-
dian of 10 days. 5 services took more than 30 days to
respond, one of them requested an extension of the pro-
cessing period as required by the GDPR.

For 9 of the 14 services that replied with data, we
already knew from Section 4.3 that they had not deleted
all personal data or had continued to send newsletters.
On the other hand, 2 of the services that had continued
to send newsletters and were therefore still storing per-
sonal data (at least the user’s email address), replied
that there was no data stored for the given email ad-
dress.
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4.5 Analysis

Combining the results from Section 4.3 and Section 4.4,
we find that 24 (27%) of the 90 services did not complete
the data erasure request in a way which ensures that all
personal data is deleted or anonymized (we henceforth
call these services non-compliant).

Table 3 gives an overview on compliance rates by
request method, country (company domicile), and pop-
ularity of service (measured by SimilarWeb rank). Note
that for the newsletter column only the subset of ser-
vices is considered where the possibility to register for a
newsletter upon registration or within the user account
exists. Similarly, for the public data column only those
services are considered where public data such as posts
or messages can be entered.

As noted in Section 4.2, 62 services offered means
for deleting the account using a dedicated button while
the other 28 had to be contacted with a formal request
under Art. 17 GDPR via email or contact form. Com-
paring the compliance rates of these groups of services,
we find that 82% of the email requests were completed
in a compliant way. In contrast, the compliance rate for
button requests is only 69%.

The majority of services in our sample have their
company domicile either in Germany (56 services) or
the United States (19 services). The compliance rates
in these countries are 75% and 74%, respectively, and
therefore not substantially different from each other.!

When comparing the services by popularity (using
the SimilarWeb rank as a proxy for popularity), we did
not find substantial differences either. As shown in Ta-
ble 3, a share of 75% of the most popular services erased
the data in a compliant way. For services with medium
or lower popularity, the compliance rates are of compa-
rable levels at 68% and 78%, respectively.

Finally, the comparison of services by SimilarWeb
type (for types where the number of services in the
sample is at least 6) yields a range of compliance rates
between 50% (Food and Drink) and 100% (Travel and
Tourism).

1 We do not provide compliance rates for EU or non-EU ser-
vices, as these categories are dominated by German and US
services in our sample.
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Table 3. Data erasure compliance by request method, country, popularity, and type of service.

Compliance  Newsletter still sent  Public data not deleted Positive Art. 15 request
All services (n = 90) 73% 18% 27% 16%
Request method: button (n = 62) 69% 19% 24% 18%
Request method: email (n = 28) 82% 15% 50% 11%
Services from DE (n = 56) 75% 19% 31% 13%
Services from US (n = 19) 74% 9% 18% 21%
Rank < 500 (n = 32) 75% 9% 14% 19%
500 < Rank < 3000 (n = 31) 68% 30% 36% 13%
3000 < Rank (n = 27) 78% 14% 38% 15%
Type: Arts and Entertainment (n = 13) 54% 30% 44% 31%
Type: Business and Consumer Services (n = 7) 71% 17% — 14%
Type: Computers Electronics and Technology (n = 18) 83% 8% 25% 11%
Type: E commerce and Shopping (n = 9) 67% 14% 33% 11%
Type: Food and Drink (n = 8) 50% 33% 50% 50%
Type: News and Media (n = 6) 67% 20% 33% 17%
Type: Travel and Tourism (n = 8) 100% 0% 0% 0%

5 Further Insights into Deletion
Processes

As illustrated in Section 4, a significant proportion of
online services do not delete all personal data when a
user requests the deletion of their account. This is espe-
cially the case when the deletion is requested by clicking
a “delete account” button in the service’s account set-
tings instead of requesting it via email and referencing
GDPR Art. 17.

We, therefore, want to shed more light upon the
data deletion processes of online services. To do so, we
asked services, where the data erasure was incomplete,
for an explanation (Section 5.1). We further analyzed
the privacy policies of all services (Section 5.2) and sent
out a questionnaire to the Data Protection Officers of
the services (Section 5.3).

5.1 Follow-Up

From 14 services (those that did not anonymize and
those where we managed to have the account deleted
but surprisingly sent us personal data during the Art.
15 requests) we wanted to know why the data deletion
was not fully completed.

Two of them stated that an account closure and a
data removal request are not the same thing. Both of-
fered to delete the remaining personal data afterwards.
For one service, the remaining personal data only con-
sisted of the username, while the other one held signifi-
cantly more personal data.

For three services the reason for the incomplete dele-
tion of data could potentially be attributed to technical
errors. During the Art. 15 request process, one plat-
form acknowledged themselves (without being asked)
that personal data was left undeleted which should not
have been the case because the account had previously
been deleted. A previously associated email address still
remained in the newsletter database even though it
should have been deleted. Apparently, there was a data
synchronization error between the main database and
the newsletter database. A different service still held
data because the account deletion was never initiated
even though the user received an “account successfully
deleted” prompt during the deletion process via a but-
ton click in the account settings. When asked, the plat-
form did not rule out a technical error as account dele-
tion does not happen very often and such an error could
have gone unnoticed for an extended period of time.
However, it was possible for the account to be properly
deleted afterwards. The last data controller stated that
the account was only deactivated (clears profile page
and user-generated content) rather than deleted. In or-
der to delete their account, users must go to the GDPR
tab in the account settings and exercise their Right to
Erasure from there. This tab was only visible in the
account settings when the direct link sent by the sup-
port staff was clicked on but otherwise remained hidden.
After pointing this out and providing evidence, the sup-
port staff stated that this should not have been the case
and that the problem had been sent to the IT depart-
ment for rectification.

For one data controller the answer as to whether
an account closure and a data removal request were not
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treated in the same way or whether it was attributable
to a technical error was unclear. They stated that they
did not hold any of our personal data but when asked
why public comments were not anonymized (username
and profile picture were still seen) they first only of-
fered to anonymize it but never provided a reason as to
why it was not deleted or anonymized in the first place.
After asking why those comments were not deleted or
anonymized after the account closure, we received the
response that the technical implementation of the ac-
count closure button is not the same as a formal Art.
17 request. They furthermore stated, that it should be
treated in the same way but was not working properly
for a short period of time and that by now it should work
as intended and the profile picture is deleted when the
user initiates an account closure in the settings them-
selves. However, the username and the submitted com-
ments are not deleted as those are not considered per-
sonal data and the data controller is not able to link
them to a specific person after an account closure.

For one platform, the data deletion within the pri-
vacy portal only applies to certain services of the ac-
count but does not fully erase the account. For another
platform, we received a similar response where the ac-
count was linked to a different service and, while the
account and profile were deleted, data still remained at
the other service.

One of two services that continued to send newslet-
ters stated it was necessary to unsubscribe from the
newsletters separately. The other one did not give an
explanation, merely offering to cancel our newsletter
subscription.

One platform was contacted twice but their mail-
box was full on both occasions. On the third occasion,
we merely received an answer that there was no account
associated with the corresponding email address. When
we mentioned that the response to our Art. 15 request
was positive and included two email addresses, the plat-
form replied that they only archive that data as evidence
for having given consent to receive promotional mails.
It was stated that the data was not being used for any-
thing else other than archiving purposes.

Another platform was questioned as to why the
username was not anonymized in private messages af-
ter the account deletion. The reply did not answer the
question properly because it stated that after an ac-
count deletion the username is no longer visible on the
website and that it is anonymized (e.g., in reviews).

Another data controller stated that they will re-
spond to us about why they still held data but we re-
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ceived no further reply in the subsequent 8 months. One
platform did not respond at all.

5.2 Privacy Policies

To gain further insights about how online services pro-
cess data erasure requests, we analyzed the privacy poli-
cies of all 90 services to determine whether they provide
information about the data deletion process.

We find that each service has a privacy policy and
85 (94%) of them inform the user that they have the
right to delete their data. 59 (66%) of the services in-
struct the user on how to execute this right. 30 of them
state that in order to execute one of the rights of the
data subject, they need to contact customer support or
the Data Protection Officer of the service. 9 services of-
fer a dedicated web form that can be used to trigger
a Right to Erasure request and 20 services state that
a user can request the erasure of their data simply by
clicking a “close account” button (or similar) in the ac-
count settings.

Interestingly, we can see a difference in compliance
rates when comparing the overall sample to the services
that explicitly state that the erasure can be requested
by clicking a button. In the overall sample, 19 out of 62
services where the deletion was requested by clicking a
button, did not erase or anonymize all personal data.
However, only 3 out of the 20 services that state that
the deletion can be requested by clicking a button were
found to be non-compliant.

Regarding information on the actual deletion pro-
cess, we find that almost all services do not provide
information on the deletion process that goes beyond
quoting Art. 17 GDPR. There are only 3 services that
provide detailed information in their privacy policies on
the deletion process on their platform. These services
give an overview on the data that is erased and the data
that is anonymized instead. Additionally, they point out
the consequences that follow with a data erasure, e.g.,
losing access to the online account and user-generated
content.

5.3 Questionnaire

We have seen that ensuring that personal data is prop-
erly deleted is not a trivial task and leaves a lot of ques-
tions unanswered. Frequently, privacy policies just in-
form the user of their rights and are not very transpar-
ent in regards to what happens to the user’s data, e.g.,
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after a Right to Erasure request. Some open questions

include:

—  What kind of data may be anonymized, rather than
erased?

— Does the data controller just comply with the
GDPR and therefore erases just personal data or
does the data controller erase additional data as
well?

— How is it ensured that data is deleted from third
parties?

— Is a “delete account” button equivalent to a formal
Right to Erasure request?

Therefore, in order to take a deeper look at the Right
to Erasure — and how data controllers deal with data
erasure in general — a compact questionnaire was sent
out to the 90 digital platforms via email by one of the
authors of this paper in July 2020. The questions, the
categorized answers, and the number of observations for
each category can be found in Appendix B.

We received a total of 56 replies of which 31 pri-
marily directed us towards their privacy policy. Those
replies were excluded in our results. The other 25 replies
were from 14 data controllers who answered the ques-
tions individually and 11 data controllers who did not
answer the questions individually but rather wrote a
text that was somewhat related to the questions asked.
It should be noted that these data controllers did not
necessarily answer all or even most of our questions but
were still included in the results when they did answer
a specific question as the answer might contain useful
information.

The data controllers’ answers to each question were
categorized by the author who sent out the set of ques-
tions. Then, a second author of this paper analyzed a
subset of data controllers and assigned their answers to
the same categories; in this way the inter-rater reliabil-
ity could be determined. The percentage of agreement
was 84.7%. For mismatches, the authors discussed the
cases and made a joint decision on the categorization.

Implications of a Right to Erasure Request

11 data controllers (79%) stated that they only delete
personal data, while 3 (21%) stated that they also delete
other data, which can, for example, be other informa-
tion entered in the account or usage data. With 13
(76%) responses, a majority stated that personal data
is primarily deleted but some data might instead be
anonymized. It was not always stated what kind of
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data is anonymized, but we frequently read that public
posts or the username would be anonymized. Surpris-
ingly, contrary to the findings in the results section, no
data controller mentioned that they delete public posts.
One data controller mentioned that, when they process
a Right to Erasure request, they try to anonymize as
much personal data as possible as far as permitted un-
der law. The data controller mentioned that this en-
ables them to maintain consistency in their handling of
personal data. The argument was given that the prin-
ciples of data protection under GDPR do not apply to
anonymized data and therefore data anonymization has
the same effect as an erasure.

Furthermore, data that data controllers are required
to keep by law can remain. Point (c) of Art. 6(1) GDPR
and point (b) of Art. 17(3) state that data controllers
can process data that is necessary for compliance with
a legal obligation and that this kind of data is exempt
from erasure [8]. For example, we were informed that in-
voices must be kept by German companies for 10 years
for tax purposes. A total of 13 data controllers men-
tioned that they have to keep data that is required by
law.

Data Deletion from Third Parties

12 (67%) platforms told us that they inform third par-
ties or other data processors of a user’s Right to Erasure
request, while 1 (6%) company stated that they do not
directly inform third parties as deleted data is automat-
ically cascaded for those. The way we understood this is
that this data controller has a service, which third par-
ties refer to, and when the data controller deletes certain
data from it, the third party automatically loses access
to this specific data. We got 3 (17%) replies where it
is stated that data is not being shared with any third
parties in the first place and 2 (11%) responses did not
properly answer the question or missed the point.

“Delete Account” Button Equivalent to Formal Art.
17 Request?

Lastly, and probably most importantly, we wanted to
know whether a dedicated “delete my account” button
somewhere in the account settings of a platform is con-
sidered the same as a formal Art. 17 request. In to-
tal, we got 16 responses from platforms that featured
such a button. In 1 (6%) of those responses the ques-
tion was left unanswered. 3 (19%) told us that deleting
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data through such a button is different from deleting
data through a formal Right to Erasure request, while
12 (75%) stated that these methods are equivalent. Two
of the 12 data controllers even mentioned that deleting
the account via a dedicated setting in the account is the
preferred way, one of them stating that the user should
only send them a Right to Erasure request via email if
they were in contact with the data controller in some
other way in addition to just using the website, e.g.,
via postal mail. A different data controller stated that
the implementation of such a button within the account
fulfills the privacy by default (Art. 25 GDPR) principle.
Out of the 3 data controllers who mentioned that the
button is not equivalent to a Right to Erasure request,
two stated that, while the account and its associated
personal data will be deleted, some personal data may
remain at third parties or in other databases, e.g., the
newsletter database. The third data controller informed
us that the information is deleted from their database
but the username will not be anonymized. In order to
have the username anonymized, users should contact
them via the support center form or email.

6 Discussion

As our analyses show, data erasure practices vary sub-
stantially across services. We therefore examine reasons
for these differences, further implications and conflicts,
and possible ways to harmonize the services’ erasure
practices.

6.1 Lack of Information and Differences in
Processing of Requests

For a majority of services, no non-compliant data era-
sure processes can be observed given the information
that we have available. The compliance rate with GDPR
Art. 17 is, therefore, higher than the compliance rates
found in comparable studies on Art. 15 or Art. 20 (see,
e.g., [15, 29, 31]). However, these differences might also
stem from the nature of data erasure, i.e., the unobserv-
ability of the actual erasure, as a user cannot verify that
data really has been deleted from the internal systems of
a service. Furthermore, we have observed that services
are in general reluctant to provide information on what
happens when a data erasure request is received and on
whether this request is forwarded to third parties the
data has been shared with. With a small number of ex-
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ceptions, neither privacy policies nor additional commu-
nication via email provide information on the scope of
the erasure. Therefore, a user who requests an erasure of
their data does not precisely know what data might re-
main. Refined regulation is needed that obliges services
to provide more information on their erasure processes,
e.g., in the respective privacy policies. To verify that
data erasure is actually carried out, Data Protection
Authorities could order services to provide information
on their data erasures (see [32] for a similar process) or
conduct random on-site inspections.

In addition to missing information, we find that the
experience of requesting a data erasure varies widely be-
tween services. There is no one clear way with which
data erasure can be requested. We see differences in
the method of the initial request (request buttons, web
forms, sending an email to the Data Protection Offi-
cer), as well as the duration, the existence of transition
periods where the erasure can (unintentionally) be can-
celled, and the scope of the erasure. These findings are
consistent with those of Habib et al. who report incon-
sistent locations of privacy choices across services and
a difficulty in executing them from a user’s perspective
[33, 34].

In particular, the request method is subject to fur-
ther research and possibly further regulation. Our find-
ings suggest that some services treat requests received
via the click of an erasure button in a different way to
formal requests under Art. 17 GDPR sent via email.
Here, more insight is needed about whether these re-
quests are equivalent from a legal perspective.

We have also seen inconsistencies in the scope of
the data erasure, especially in respect of newsletter sub-
scriptions. As all our subscriptions were started from
within the user account, we hold the view that an era-
sure of user data also includes data on newsletter sub-
scriptions. However, as seen in Section 5, some data con-
trollers explicitly separate account data from newslet-
ter data and therefore require an additional erasure of
newsletter subscriptions — especially when the original
data erasure was requested via a button click. This ex-
ample emphasizes a need to provide more precise regu-
lations or guidelines on the scope of data erasure.

6.2 Data Erasure in Conflict with
Legitimate Interests and Other Rights

A Right to Erasure request can conflict with a service’s
legitimate data processing interests on the one hand and
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fundamental rights, such as freedom of expression, on
the other hand.

A data erasure request does not necessarily cause
the termination of a contract. In cases where a contract
is not terminated, it can be in the legitimate interest
of a company to keep user data, e.g., for billing pur-
poses. While there was no service in our sample that
required payment, even a free registration implies the
formation of a contract. Therefore, services could have
argued that they were not able to delete user data as
we had not explicitly terminated the contract. Neverthe-
less, all services in our sample where the data erasure
was successful treated the erasure request as an implicit
contract termination and none of the services where the
erasure was not successful stated a missing contract ter-
mination as a reason.

Regarding possible conflicts of data erasure with
fundamental rights, the Wikimedia Foundation report-
edly receives several Right to Erasure requests per year,
but granted none of them in 2020 as “[e]veryone should
have free access to relevant and neutral information
of public concern; delisting and removing such content
from the internet harms our collective ability to remem-
ber history and understand the world” [35].

On social networks or services such as Wikipedia,
personal data is often shared or entered by third parties,
resulting in interdependent privacy problems [36]. In
contrast, in our study, all personal data was entered by
the first party only, i.e., by the (fictional) person them-
self. Nevertheless, for public data such as blog posts or
posts on social networks, a service might use similar ar-
guments to avoid data erasure.

Surprisingly, only one service in our sample directly
informed us that it could not execute the data erasure
for one of these reasons. Indeed, public data was typi-
cally either deleted or anonymized to ensure compliance
with GDPR Art. 17. This finding indicates that services
weigh the Right to Erasure higher than possibly con-
flicting other rights, possibly in order to avoid any fines
for non-compliance. Further research is needed to de-
termine whether this practice also exists when a user
requests the deletion of personal data concerning them,
which was entered by another user.

6.3 Best Practices

From a user’s perspective, there is a high level of hetero-
geneity in the processing of data erasure requests. This
makes it difficult to keep track of the state of each era-
sure request and the actual scope of erasure. We there-
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fore suggest that the processes from making the request
until erasure should be harmonized.

A majority of services already offer a dedicated ac-
count erasure button. The availability of this request
method increases accessibility for users and can reduce
the workload for services in processing written requests.
Services should indicate in their privacy policies whether
they handle erasure requests via button in an equivalent
way to formal requests under Art. 17.

Most of the services do not inform the user about
the scope of data erasure. Here, in particular, we found
a discrepancy in the erasure of newsletter registration
data. When a data erasure is requested, the default be-
havior should be to delete all personal data where pos-
sible or to give users choice on what data to delete. If
data remains, users should be informed what data re-
mains and why it cannot be deleted.

Online services’ authentication processes can be vul-
nerable to data breaches as has been shown for the
GDPR’s Right of Access [37, 38]. For data erasure,
unauthorized requests can cause users to suffer a loss
of data. Services therefore need to make sure that only
authorized users can request an erasure of their data. It
should be best practice to require at least one additional
authentication step before executing an erasure request.
In our sample, we found that only 41% of services re-
quire such an additional authentication step (e.g., an
email confirmation in addition to being logged in).

The time until deletion and the existence of a transi-
tion period differs between services. A transition period
can be an additional protection against unauthorized
erasure, as the process can be stopped within the given
period. To achieve a reasonable compromise between
speed of execution and protection of data, an appropri-
ate transition period could have a length of 30 days. The
information on this transition period should be formu-
lated in a neutral way and not used for pressuring users
into cancelling their requests.

Apart from these procedural issues, services need
to consider which data they can delete upon receiving a
data erasure request. The GDPR only mandates an era-
sure where technically feasible, so personal data stored
in log files or backups may be exempt from immediate
erasure. However, if personal data were kept in backups,
services would need to keep track of erasure requests for
execution when restoring a backup [39]. As suggested by
Politou et al. [40], cryptographic erasure can be an al-
ternative to deleting data from backups [41].
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7 Conclusion

In a digital world where services collect an increasing
amount of data with data-driven business models play-
ing an ever more import role, it becomes crucial to em-
power users in their relationship with online services.
Privacy regulation such as the EU’s General Data Pro-
tection Regulation [8] aims to achieve that by granting
users certain rights for gaining control over their data.

The most basic scenario for controlling data is to de-
mand the erasure of it from an online service. For this
data erasure scenario, the GDPR’s Article 17 (“Right
to Erasure”), which gives the user an explicit right to
delete their data, and Article 6 (“Lawfulness of process-
ing”), which restricts the grounds on which a service is
allowed to process data, are of particular relevance.

Therefore, we studied how data can be deleted from
services by a user. As in general, typical users would
rather use integrated erasure functionalities than for-
mally request an erasure under Article 17 GDPR, we
used the most accessible approach wherever possible.
We then verified if publicly visible personal data re-
mained and also used requests under Article 15 GDPR
(“Right of Access by the Data Subject”) to check if ser-
vices answer with data that should already have been
deleted.

We find that when data erasure is requested at the
click of a button, personal data are substantially more
often not completely deleted compared to formal data
erasure requests under Article 17. This raises the le-
gal question of whether the provisions of the GDPR’s
Right to Erasure do only apply when formally refer-
enced or in all cases in which a user requests the era-
sure of their account. Further investigations based on
the privacy policies of the services and a questionnaire
sent to the Data Protection Officers yield mixed results.
Both services which explicitly treat “button clicks” and
formal requests in an equivalent way, and services which
highlight differences between the two approaches, exist.

The sample in our study consists of 90 services of
which 56 are based in Germany and 63 are amongst the
most popular ones with a SimilarWeb rank better than
3000. Therefore, the results should not be generalized
until they are replicated with different samples, covering
the groups of services that are under-represented in our
study. As we requested data erasure just once from each
service, we either requested it at the click of a button or
by using a formal request under Art. 17 GDPR. While
this procedure allowed us to analyze a higher number of
services, it comes with the risk of a potential bias when
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comparing button clicks to formal requests. Therefore,
both legal and more empirical research is needed to an-
alyze the equivalence of user-friendly and more formal
ways of deleting data.

Our study does not explicitly focus on data col-
lected by third parties. While there was no indication of
uncompliant behavior of third parties, further research
with an adapted methodology is needed.
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templates were created because the responses were indi-
vidualized. Therefore, two examples of follow-up emails
(i.e., one for non-anonymization and one for when data

remained after an Art. 15 request) are provided below.
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A.1 Template: Article 17

Erasure of personal data as stated in Art. 17 Gen-
eral Data Protection Regulation (GDPR)

Hereby I make a request for the erasure of my personal
data without undue delay as stated in Art. 17(1) GDPR.
Without undue delay, I request the erasure of all my
personal data which is stored by you.

If I have given my consent to the processing of my per-
sonal data (e.g. according to point (a) of Art. 6(1) or
point (a) of Art. 9(2)), I hereby object to the processing
of my personal data.

Furthermore, I object to the processing of my personal
data as stated in Art. 21 GDPR. This also applies for
profiling.

If you have disclosed my personal data to others, I de-
mand that you inform controllers, that are processing
my personal data, of the request for the erasure of all
my personal data without undue delay.

I request confirmation without undue delay that all my
personal data has been erased from you and that you
have informed other controllers by sending them a copy
of my request for the erasure of all my personal data
without undue delay.

A.2 Template: Article 15

Right of access by the data subject request (Art.
15 GDPR)

Hereby I request whether personal data concerning me
are being processed. If this is the case, I request access
to the following information:

a) the purposes of the processing;

b) the categories of personal data concerned;

c) the recipients or categories of recipient to whom the
personal data have been or will be disclosed, in particular
recipients in third countries or international organisa-
tions;

d) where possible, the envisaged period for which the per-
sonal data will be stored, or, if not possible, the criteria
used to determine that period;

e) the existence of the right to request from the controller
rectification or erasure of personal data or restriction of
processing of personal data concerning the data subject
or to object to such processing;

1) the right to lodge a complaint with a supervisory au-
thority;

g) where the personal data are not collected from the
data subject, any available information as to their

source;
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h) the existence of automated decision-making, includ-
ing profiling, referred to in Article 22(1) and (4) and,
at least in those cases, meaningful information about the
logic involved, as well as the significance and the envis-
aged consequences of such processing for the data subject
as stated in Art. 15(1) GDPR.

If personal data is transferred to a third country or to
an international organisation, I want to be informed of
the appropriate safequards pursuant to Art. 46 GDPR
relating to the transfer.

Please provide me with a copy of the personal data un-
dergoing processing without undue delay and within one
month the latest as stated in Art. 12(3) GDPR.
Contact me should you meed further information from
me to process this request.

A.3 Examples for Follow-Up Messages
For Non-Anonymization

I would like to ask why there are still visible public posts
after the account has been deleted? My username and
profile picture are still shown. This counts as personal
data.

For When Data Remained

1 used to have an account on your website but I requested
a full erasure earlier this year. I got a confirmation that
my account was deleted. Therefore, I would like to ask
why personal data remained?

B Questionnaire

A questionnaire on data erasure practices was sent to 90
Data Protection Officers via email. The questions and
categorized answers are listed below.

1. If T delete certain data in my account on your
website (e.g. my name), will that data be per-
manently deleted from your database or does it
remain?

Data gets deleted: 10

User cannot delete data within account because it is
essential to provide services: 3

Question was not properly answered: 2
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2. If T request an erasure of my data as stated
in Art. 17 GDPR, what kind of data will be
deleted? Only personal data or further data as
well? What kind of data is that?

Personal data only: 11

Personal data and further data as well: 3

3. Is certain data going to be anonymized instead
of deleted? If yes, what kind of data?

Deletion only, no anonymization: 3

Primarily deletion, some anonymization: 13

Primarily anonymization: 1

4. What kind of data remains?

Certain anonymized data: 5

Data required by law: 13

Public posts: 6

Log files: 3

No data remains: 2

5. What happens with usage and behavioral
data?

It gets deleted: 5

Partially deleted, partially anonymized: 1

It gets anonymized: 4

No profiling or usage data in the first place: 3
Question was not properly answered: 3

6. If your website offers the creation of a pub-
lic profile, public posts/comments and private
messages, what happens with that data when I
request an erasure of my data?

Anonymized: 8

May remain (not specified whether it gets anonymized
or not): 3

No public profiles, public posts/comments or private
messages on website: 7

7. Is there a way in which I, as a user, can make
sure that my data was deleted properly?

User gets confirmation of successful deletion: 5

Login does not work anymore: 8

Article 15 request would be negative: 4

Public user profile page is not accessible anymore: 1
User does not get any more newsletters: 1

Only Data Protection Authority can check: 1

No: 1

8. If you transmit my data to third parties, how
is it ensured that those delete my data as well?
Third parties and other data processors are informed:
12

Data is being cascaded for third parties: 1

Data is not being shared with third parties: 3
Question was not properly answered: 2
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9. In the account settings on your website you
offer a way to delete the account. Does that com-
ply with Art. 17 GDPR or do you have to submit
such a request by other means, e.g. via email?
Data deletion button within account is equivalent to a
formal Right to Erasure request: 12

Data deletion button within account is not equivalent
to a formal Right to Erasure request: 3

Was asked but question was not answered: 1

Was not asked because there is no data deletion button
within account: 9
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