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Abstract: While GDPR related fines to big companies
like Amazon or Google have seen widespread media at-
tention, data protection authorities have issued several
hundred more penalties since 2018. This work analyzes
856 fines and their summaries provided by the CMS Law
GDPR Enforcement Tracker. We extend the methodol-
ogy of previous work that evaluated GDPR fines and,
in particular, explore the fines in the light of data flows
and we perform a detailed categorization. Our analysis
shows that it is a combination of technical and organi-
zational issues that are involved when a fine is imposed.
Moreover, data protection authorities more often react
to data subjects’ complaints when data breaches become
public and when health-related data is involved. We fur-
ther show that the root causes for fined data processing
lie in the early data life cycle phases (e.g., data collec-
tion). Here, organizational problems are more prevalent
(601 fines) than technical issues (314 fines), while tech-
nical issues are mentioned more often in later life cycle
phases (e.g., retention, access and usage). Especially mis-
takes in the early phases of the data collection process
(e.g., lacking a legal basis) and unauthorized disclosure
in later phases are fined. We cluster the most frequent
words and analyze relations to understand where data
controllers put personal data at risk. The results confirm
that access management is a common problem that re-
sults in the unintended disclosure of data.
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1 Introduction

It has been four years since the General Data Protection
Regulation (GDPR) came into effect on May 25, 2018.
The GDPR set out to standardize data protection rules
within the European Union and has impacted businesses
and services worldwide. To avoid fines and comply with
the new legislation, institutions had to adjust their pro-
cesses of handling personal data on an organizational
and technical level. Research has shown that, for exam-
ple, on the web, the regulation was quickly adopted by
a majority of data controllers [9].

One problem that data protection experts in insti-
tutions face is that privacy and security in complex
systems concern both technical and organizational pro-
cesses. Therefore, the responsibility for applying privacy
and security safeguards is not just an engineering issue
but has to be an interdisciplinary effort [13]. In the light
of limited awareness, consulting, and implementation ca-
pacities, and with ongoing legal debates regarding the
GDPR’s interpretation, it is crucial to understand which
challenges organizations face.

This work provides respective insights by analyz-
ing GDPR fines (n = 856) issued since 2018. To do so,
we utilize the CMS Law GDPR Enforcement Tracker!
(from now on, ET) to establish a broader understand-
ing of the regulatory violations that lead to fines. The
ET provides an overview of GDPR fines that data pro-
tection authorities have imposed since the GDPR took
effect. We use the ET to analyze the fines quantitatively,
then categorize them according to the underlying prob-
lem that caused them, and finally provide insights on
how to make data flows compliant with the law. The
results show that issues leading up to fines are predomi-
nantly organizational rather than technical and that re-
spective DPA actions are primarily based on customer
complaints and unwanted disclosure of data. We also
find that the cause for fines often lies in the early phases
of the personal data life cycle. Moreover, they are pri-
marily related to organizational issues. Issues in later
life cycle phases, in turn, are least often the reason for

1 https://www.enforcementtracker.com/
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fines but are more frequently attributable to technical
causes.

Previous work has already looked at the imposed
fines and provided an overview and statistical analysis [3,
20-22, 33]. However, these works do not investigate the
data processing details that lead to fines. In this work,
we substantially extend previous research by providing
an in-depth analysis of exactly these circumstances.

To summarize, the main contributions of our work are:

— We develop a systematization scheme to categorize
the GDPR fines of the ET for extended analysis.
The scheme covers a detailed categorization of the
fined issue, why DPAs investigated it (e.g., data
breach or customer complaint), and whether the is-
sue was rooted in organizational or technical prob-
lems.

— Based on a data life cycle model, we group the ana-
lyzed fines into different processing phases. Knowing
when issues that lead to fines occur in a process can
help project teams and data protection experts to
focus their efforts.

— Finally, we analyze which GDPR principles are com-
monly infringed in the analyzed cases. We do so by
performing a word frequency analysis. We map the
identified word stems of all fines to GDPR principles
(Art. 4 GDPR). Furthermore, we discuss the issues
that lead to fines and two case studies.

2 Background and Related Work

Since the GDPR went into force, many institutions have
faced the problem of setting up new IT systems and pro-
cesses or revising them to meet the requirements and
objectives of data protection and privacy. Kutyowski
etal. [16] discussed critical challenges in the GDPR’s
implementation and provided a list of conflicts between
the legal concepts of the GDPR and information se-
curity technology. Furthermore, Texeira etal. [1] iden-
tified GDPR subjectivity and lack of required technol-
ogy as implementation blockers. However, risk identifi-
cation, process documentation, or awareness training as

enablers.

2.1 GDPR Implementation Support

Many researchers have worked on developer-focused so-
lutions for GDPR implementation and proposed solu-
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tions for bridging the gap between the law and the re-
alization process. Sarkar etal. [24] discussed implemen-
tation challenges in the context of the right to erasure
and presented data flow tracking and managing data
and its duplicates as possible solutions. Alshammari and
Simpson [2] propose an abstract personal data life cy-
cle model (APDL) for personal data, which is meant to
trace and manage personal data. Furthermore, Huth and
Matthes [14] presented eight techniques for improving
data protection and tested their suitability when inte-
grated into existing systems. In 2018, Senarath et al. [26]
analyzed developers’ problems when integrating privacy-
enhancing technologies. They derived a guide for mitiga-
tion of these problems and improvement of privacy. In
a separate study, Senarath etal. [25] also investigated
developers’ perceptions differ from users in terms of pri-
vacy expectations. Based on their analysis, they created
a guideline to improve the way developers can identify
and better understand their users’ expectations. Finally,
Li etal. [17] analyzed a discussion board for Android
developers where the researchers examined implemen-
tation issues related to privacy. Based on their results,
they created guidelines for other Android developers
that cover both development and distribution. Further-
more, they aligned them with the users’ expectations.
Tahaei and Vaniea [28] examined privacy-related ques-
tions developers ask on StackOwverflow, in a similar ap-
proach. Among other things, they performed a quanti-
tative evaluation of 1,733 questions on StackOverflow
that contained the word “privacy”, as well as a quali-
tative approach of 40 randomly selected questions from
the same dataset, which privacy experts analyzed. They
show that the term “access control” is the topic with
the most questions in total, with 40% of all questions
analyzed.

Beyond solving individual aspects, researchers de-
veloped tools and platforms meant to monitor and im-
prove the data protection compliance of whole systems.
Such solutions are for example reports from the static
analysis of software that is customized to the recipi-
ents [12] or continuous testing [18]. Furthermore, a plat-
form developed by Piras etal. [19] allows combining
various tools to achieve data protection compliance. In
2020, Li etal. [27] operationalized parts of the GDPR
and developed a tool that tests for specific privacy re-
quirements. Khaitzin et al. [15] presented a way to make
privacy more usable for “Big Data companies” by opti-
mizing performance using intermediate representations,
thus providing an alternative or at least a mitigation for
privacy/performance trade-offs. Furthermore, Chander



etal. [7] reviewed the compliance costs and evaluated
the feasibility of data protection enforcement.

Another aspect related to our paper is the work of
the data protection supervisory authorities (henceforth,
DPAs). Barrett and other researchers [3, 20, 33], ana-
lyzed the fines issued by the authorities in an early stage
of the GDPR adoption. In addition, two articles by Ruo-
honen and Hjerppe [21, 22] predicted the evolution of
fines, for instance, in magnitude and frequency. Finally,
Félix and Wright [11] presented a conflict between data
protection in the broad mass and the authorities’ work.
They found that interpretations vary between authori-
ties and are inconsistent in the overall picture.

2.2 Databases of GDPR Fines

Multiple projects collect and summarize public infor-
mation on GDPR fines imposed by DPAs within the
EU, European Economic Area (EEA), including Norway,
Lichtenstein, Iceland, and the UK. Hence, fines imposed
under national or non-Furopean laws, non-data protec-
tion laws (e.g., competition laws or electronic communi-
cation laws), and pre-GDPR-laws are not listed or only
sporadically added.

The private company CMS.Law (CMS) provides the
CMS Law GDPR Enforcement Tracker (ET) that is ,
based on the information provided by CMS upon re-
quest, maintained by professional privacy lawyers as well
as law students that have experience in the fields of
data protection. For each fine, the ET dataset defines
an “Enforcement Tracker ID” (ETid) to uniquely iden-
tify each case. Each entry additionally contains informa-
tion about the country and DPA of allocation, date of
the decision, amount of the imposed fine, name of the
controller or processor that received the fine as well as
its business sector, the quoted GDPR article, a gener-
alized type of fine (see Table 1), the link to the data
source, and a summary text.

Another database, that has a similar purpose, is the
GDPRhub of noyb.eu.? It clusters the fines in “decisions
by article”, “DPA divisions”, “court decisions”, and fur-
ther provides additional GDPR knowledge. GDPRhub
contains a higher amount of metadata for each fine than
the ET, e.g. the national case number. Everyone can con-
tribute by editing pages of the GDPRhub, even without
a user account. This circumstance makes the GDPRhub
a less suitable source for our analysis.

2 https://gdprhub.eu
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Privacy Affairs by Zisk Web3 is a database pro-
vided by international cybersecurity professionals, tech
journalists, and privacy advocates. The “GDPR Fines
Tracker and Statistics” is one of their focus areas. Pri-
vacy Affairs provides the same information and meta-
data as the ET but is updated less frequently.

While all databases provide a similar number of
DPA decisions, we chose the ET for our analysis because
we observed that the entries were of consistent quality
and categorization. Upon request, CMS confirmed that
the ET is “operated and updated by professional privacy
lawyers and law students that also have experience in the
fields of data protection.”

CMS [8] has published a report on the ET data.
It provides a high-level overview of the distribution of
fines in countries and over time. We provide a similar
overview in Section 3.2. Besides that, the report focuses
on informing businesses by highlighting procedural infor-
mation like the fact that many fines have been reduced
after being challenged in court. It also summarizes es-
sential fines and common themes based on industry sec-
tors like “hospitality,” “health care,” and “industry and
commerce.” This industry perspective is helpful for busi-
nesses to learn about common pitfalls in their industry
and inform legal departments.

Our analysis goes beyond previous work and the
CMS report by focusing on data flows and processes
to provide privacy experts in software engineering and
other fields information about common problems. Our
additional annotations and reproducible methodology
allow for an analysis of specific technical and organi-
zational difficulties that lead to a fine. Based on the
dataset, we can also contextualize previous research re-
sults and confirm that the topics raised during develop-
ment (which manifest on StackOverflow [28]) are simi-
lar to issues that led to data protection fines. We build
bridges between the ET dataset and existing methods,
such as the APDL, and further extend the dataset with
NLP. Compared to the CMS that focuses on different
industry sectors, we identify common themes and prob-
lems across industries but focus on the (technological)
problems that lead to a fine. While the CMS report is an
excellent resource for understanding the breadth of data
protection issues that lead to fines, our study provides a
more in-depth analysis with a more detailed dataset and
additional evaluations concerning data flows and techni-
cal issues.

3 https://www.privacyaffairs.com/gdpr-fines
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Type of Fine GDPR Articles
Insufficient legal basis for data processing 5,6,7,8,9
Insufficient technical and organizational measures 5 32
to ensure information security '
Non- li ith | dat i
C.m .complance with general data processing 5, 25. 30, 35
principles
12, 15, 16, 17,

Insufficient fulfill t of dat bjects right

nsufficient fulfillment of data subjects rights 18, 19, 20, 21

Insufficient fulfillment of information obligations 12, 13, 14
Insufficient fulfillment of data breach notification

. 33, 34
obligations
Lack of appointment of data protection officer 37
Insufficient ti ith i thor-
.nsu icient cooperation with supervisory author: 31, 36, 58
ity
Insufficient data processing agreement 28, 29

Table 1. Mapping types of fines to the corresponding GDPR
article(s).

3 Overview and Categories of
Violations

This section provides a brief overview of GDPR fines
documented in the ET. We describe how we extend the
ET dataset by adding (1) the technical or organizational
origin of a fine, (2) the cause of investigation that led to
a fine, and (3) a more detailed categorization of fines and
report on findings according to this new categorization.

3.1 Dataset and Fine Overview

As mentioned before, each fine in the ET maps to
one “category of fine” (e.g., “Insufficient legal basis for
data processing”) that is assigned by CMS professionals
based on the violated GDPR articles. Table 1 provides
the mapping criteria to GDPR articles, which CMS
shared with us upon request. While one fine can only
be assigned to one type, complex fines that result from
multiple causes are assigned to the category that gave
the greatest contribution to the GDPR non-compliance.
These happen because e.g., Art. 5 and Art. 12 GDPR set
out more general processing requirements and are often
cited together with other articles. Art. 5 and 6 GDPR
are often cited similarly, e.g., for processing without le-
gal basis (ETid-387) or the illegal automatic forward-
ing of e-mails from former employees (ETid-540). Art.
12 and 13 GDPR are jointly assigned to fines that lack
information obligations. For example, the installation of
surveillance cameras without proper notice (ETid-347).
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The first fine listed in the ET was imposed on
07/17/2018, while the latest fine—included in our
analysis—was assigned on 09/29/2021. In total, the fines
sum up to around 1,839 million EUR (max: 746 mil-
lion EUR; min: 0; mean: 2,149,000 EUR; SD: 27,045,034
EUR). The highest fine was imposed to Amazon Europe
Core S.a.r.l. in July 2021 for non-compliance with gen-
eral data processing principles by the data protection
agency of Luxembourg (National Commission for Data
Protection (CNPD); ETid-778)*. Taking a closer look at
the countries with the highest number of fines, named in
the ET, the Spanish DPA imposed the largest number of
fines (296; 35%), followed by Italy (92; 11%), Romania
(62; 7%) and Hungary (44; 5%).

3.1.1 Comparing GDPR Fines Over Time

In the first year after the GDPR went into effect, the
number (n = 12) and the sum of imposed fines (458,688
EUR) was comparatively low (June — December 2018).
Barrett [3] explains this with a conservative approach
of the DPAs. In 2018, authorities tended to define reme-
dial measures along with the fines to encourage positive
behavior in the handling of personal data. A year later,
in 2019, 104 fines were imposed over 12 months, repre-
senting an increase of 867%. The sum of GDPR fines in
this period was 21 million EUR, an increase of 4,579%>°.
The rise in the number and amount of fines continued in
2020 when 357 (an increase of 119% compared to 2019)
fines were issued with a summed amount rising from 73
million EUR (2019) to 172 million EUR (2020), an in-
crease of 136%. Comparing the numbers in the same pe-
riod (January—September) from 2020 to 2021, 225 fines
resulted in an amount of 59 million EUR fines in 2020.
In 2021, the number of fines further rose to 307 (an in-
crease of 36%), while the summed amount increased to
1,035 million EUR (an increase of 1,654%), compared
to the previous year. The latter increase is heavily im-
pacted by the large fines of 746 million EUR to Amazon
Europe Core S.d.r.l. in July (ETid-778) and 225 million
EUR to WhatsApp Ireland Ltd. in August (ETid-820).

4 At the time of writing, Amazon is challenging the fine in court.
5 21 fines in 2019 are not dedicated to a concrete date and
therefore are not included.
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Fig. 1. Total Number and Relative Amount of Fines by GDPR
Articles over time.

3.1.2 GDPR Articles Over Time

Figure 1 displays the development of the imposed fines
from Q2/2018 until Q3/2021. We only list the top seven
articles that received the most fines to increase readabil-
ity. All values are non-accumulated, and a double calcu-
lation of fines is possible if the penalty was assigned to
more than one article. As mentioned above, there were
few fines in the first months of the GDPR, but their
number increased steadily over time, besides a small de-
crease between Q2 and Q3 of 2020. However, the fines
tend to increase over time over all three years. The de-
crease at the end of 2021 is an artifact of the dataset.
While we included all fines listed as of the 1st of October
2021, fines are often added with a delay depending on
when they become public.

3.2 Categorization of Fines

The categories provided by the ET are defined along
with legal constraints and provide limited insights into
data processes that violate the law. For example, the
ET’s category “Insufficient technical and organizational
measures to ensure information security” describes a
more general issue lacking information about the specific
measure that was regarded insufficient by a DPA. To
better understand the causes that led DPAs and further
investigate the respective data processing, we categorize
each fine on three additional levels. First, we identify
the general cause (technical or organizational problem).
Second, we label who initiated the investigation into the
data processing. Third, we categorize the incident that
led to the fine in one of seven high-level categories listed
in Table 2 in and a number of sub-categories listed in the
Appendix 5.s, used in the ET, isand does not allow to
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understand the underlying problems per se.what caused
to be subject to investigation by DPAsdiededd

3.2.1 Technical or Organizational Origin

To understand what types of problems led to fines, we
analyzed whether a fine was caused by organizational
or technical issue. Starting with the latter, by techni-
cal problem we mean issues that occur during the de-
sign and implementation of a system, e.g., a developer
that did not correctly anonymize a data set or a ser-
vice administrator that did not implement a security
measure correctly, which lead in consequence to data
leakage. In contrast, organizational problems are more
process-related issues, e.g., when an institution does not
have or does not follow a policy on handling privacy-
related tasks. This can lead to one or more violations
of data privacy regulations, e.g., not reporting a known
data breach to the DPA and the data subject in time.

For the classification of “technical” fines, we have
oriented ourselves to the category “Insufficient Secu-
rity Measures”. This category and a citation of Art. 32
GDPR indicates a technical or organizational deficien-
cies. To identify the lack of technical measures, we ex-
amined the fine summaries for references to technical
deficiencies. Accordingly, as long as a deficiency in tech-
nical terms was not ruled out, we indicated the origin
as “technical”. We sorted edge cases into both categories
(technical and organizational) if we had no precise infor-
mation about a fine’s origin. If the summary of the fine
gave any indication of an organizational failure or miss-
ing management of private data, we marked the origin of
the fine as “organizational”. In rare cases, we have not
marked cases as either “technical” or “organizational”
because the summary does not provide insight into the
origin of the fine, or there is doubt as to whether it is
a case of incorrect management or a legal conflict (such
as with national law).

3.2.2 Causes of Investigations

In addition to the origin of a fine, we categorize the
causes of the DPA’s investigation leading to it. To cre-
ate these categories, we analyzed the summary texts of
each fine in the ET. Overall, we differentiate between
four entities that cause an investigation: (1) the data
controller, (2) a third party handling data on behalf
of a partner, (3) data subjects, and (4) the respective
DPA. For example, a data breach may be investigated



Category of Fine Occur.
1. Insufficient Security Measures 386

2. Unauthorized Data Processing 751

3. Data breach information/ DPA cooperation 95

4. Data Subject Rights 182

5. General Obligations 91

6. Information Obligations 169

7. Violation of Basic Data Protection Principles 125

Table 2. Overview of the high level categories that we used in our
analysis. A detailed review of all uses categories can be found in
Appendix A.2.

by the supervisory authority because of a self-report by
the data controller, by a third party (e.g., a business
partner that had to report the institution to stay com-
pliant with privacy regulations), an individual data sub-
ject that was affected by the breach or the respective
DPA may detect an unauthorized data publication itself.
This could mean that they observed information being
disclosed to the broad public that can be traced back to
an institution (e.g., as the data is visible on a domain
owned by the data controller)

We base our evaluation solely on the textual sum-
maries of the ET and not on assumptions that we could
deduce from the text, even though they were very likely.
If, for example, a video surveillance system is installed
to monitor employees (ETid-136), an employee likely
submitted a complaint to the DPA. However, since the
text does not name the cause of the investigation by
name, we did not consider these fines as the description
lacks evidence. This is the main reason why we could
only identify the cause of an investigation in roughly a
third of all cases. Overall, we were able to identify the
cause of the investigation for 295 out of the 856 cases

(34%).

3.2.3 Detailed Classification of Fines

To categorize fines beyond the legal-oriented listing pro-
vided by the ET, we developed the following categoriza-
tion schema by creating a codebook based on similarities
of the violated GDPR articles in the fines (see Table 2):

1. Insufficient Security Measures to concretize the tech-
nical measures with regards to Art. 5 (f) and 32 GDPR.
2. Unauthorized Data Processing defines weaknesses
that lead to unauthorized data processing as described
in Art. 6 GDPR.
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3. Categories in accordance with Art. 31, 33, and 34
GDPR are described in segment Data breach informa-
tion / cooperation with the DPA.

4. Data Subject Rights describes the data subject rights
according to Art. 15-22 GDPR.

5. General Obligations provides detailed requirements
related to the appointment of a data protection officer
(Art. 37 GDPR), the establishment of a data protection
management system, the documentation of any process-
ing of personal data in a register of processing activi-
ties (Art. 30 GDPR), the performance of data protec-
tion impact assessments (Art. 35 GDPR) or the imple-
mentation of “Privacy-by-Design and -Default” (Art. 25
GDPR).

6. Information Obligations concretizes the existing in-
formation obligations according to Art. 12-14 GDPR.
7. Violation of Basic Data Protection Principles for the
processing of special categories of personal data as de-
fined in Art. 9 GDPR.

3.3 Codebook Development and
Annotation Process

One author developed the category schema by creating a
codebook based on similarities of the violated GDPR ar-
ticles in the fines. The categories that appear frequently
are divided into further subcategories as listed in Ap-
pendix A.2, providing a more detailed view of the cause
of the violation and thus the fine. For example, the cate-
gory “Insufficient Security Measures” is divided into fur-
ther subcategories such as “Missing role management”
or “Unauthorized access”. Hence, we can provide a more
detailed analysis of issues that lead to the fines. The re-
sulting codebook was discussed and enhanced with a
second author to eliminate redundant or ambiguous cat-
egories.

Two authors then performed the categorization
based on the defined codebook. The two researchers in-
dependently annotated the 100 latest fines in the dataset
in the first step. Without revealing their results, they
then discussed differences in the assigned categories to
ensure that they had the same understanding of the
mapping. Afterward, they updated their annotations
of the entries, if necessary. For the resulting annotated
datasets, we compare the inter-rater reliability of ratings
using “Cohen’s Kappa.” Across all categories, the inter-
rater reliability yielded an “almost perfect agreement”
(k = 0.91). The remaining entries in the database were
then split equally among the two researchers and, again,
independently annotated. Table 5 in Appendix A.2 pro-



vides a detailed list of all categories and subcategories
that we used in our experiment.

4 Understanding Causes of GDPR
Fines

The following section discusses the results of the three
additional classifications of GDPR fines we conducted.

4.1 Types of Issues and Cause of
Investigation

We first differentiate the issues that lead to a fine be-
tween organizational and technical. We also classify who
or what caused the investigation of an issue that led to
a fine.

4.1.1 Quantifying Technical and Organizational Fines

The data shows that only 65 (8%) of all fines can be
attributed to technical issues, whereas 405 (47%) result
from organizational issues. 369 (43%) of fines are rooted
in organizational as well as technical failures, as one fine
can be based on multiple noncompliances. For 15 fines
(2%), no information is given to indicate the origin of it
(e.g., The controller did not take adequate security mea-
sures when processing personal data, thereby breaching
the obligation to protect the processed personal data;
ETid-95). This shows that GDPR fines are rarely based
on purely technical problems but that most of the time,
organizational problems are at least a part of the issue.

4.1.2 Understanding Causes of Investigations

For 247 (29%) of all fines, it was possible to identify
causes of investigations that lead to a fine (see Table 3).
Overall, data breaches that are either reported by the
data processors or investigated by supervisory authori-
ties when the data become public are the most common
causes for investigations. Complaints by data subjects
are also common, whereas these are mostly customers
but in some instances also initiated by (former) employ-
ees.

Of the 247 fines, 29 (12%) are initiated by a con-
troller’s data breach notification, e.g., when reporting
a security breach after six unencrypted USB sticks con-
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Cause of Investigation Total Technic. Organiz.
data breach notification by the controller 29 23 24
(company) complaints 45 24 41
data subject complaint (former employee) 9 8 9
data subject complaint (customer) 52 25 49
data publication 111 73 94

Table 3. Causes of investigations that lead to a fine.

taining personal data were lost (e.g., ETid-118). Fur-
thermore, 45 fines (18%) are caused by complaints of
other companies. We further find 61 fines (25%) caused
by data subject complaints; 9 of them (15%) reported by
(former) employees and 52 (85%) by customers. Lastly,
as the DPA itself can also initiate an investigation
(e.g., when personal data is unlawfully published on a
website or social media), we find such data publication
in 111 cases (456%).

4.2 Classification of the Reported Fines

The following categories of fines are based on the anno-
tations described in Table 2 and detailed in Table 5.

4.2.1 Insufficient Security Measures

In our data set, 186 fines (22%) are related to insuffi-
cient measures to combat attacks or misuse effectively
(e.g., an attack on a company’s website or server; ETid-
71). Only five fines (1%) result from a digital loss of
data, and 16 fines (2%) are based on the physical loss of
data, meaning a loss of availability due to lack of back-
ups. While this emphasizes the risks of data breaches,
the result may also be skewed as data breaches have
to be reported and are more likely to result in a fine.
However, DPAs may refrain from issuing a fine if the
data processor follows best practices in protecting the
data. A high number of fines (107; 12%) is related to a
lack of enforcement of access control. Thereof, missing
role management was the cause for 52 fines (6%) and
resulted in either a customer accessing personal data of
other customers (e.g., ETid-132, ETid-210) or employ-
ees having unauthorized access to personal data of cus-
tomers (e.g., ETid-1250, ETid-1540). Another 55 fines
(6%) are related to cases of unauthorized access, includ-
ing those where a user account was showing personal
data of another user (e.g., ETid-464). Furthermore, 56
fines (6%) are attributed to an insufficient data life cy-
cle management, which includes a missing process for



handling data at its end of life (e.g., ETid-98, ETid-130,
ETid-391), meaning it is never deleted.

4.2.2 Unauthorized Data Processing

As displayed in Table 5, the processing of personal data
without a legal basis was the most frequent reason for
a fine (409 cases; 48%). The list of fines resulting from
unauthorized disclosure (225 fines; 26%) includes cases
where personal data was accidentally published due
to inadequate internal control mechanisms (ETid-101),
sending data or login credentials to the wrong person
without verifying the identity of the receiver (ETid-119,
ETid-184) or publishing personal data or photos with-
out consent (ETid-614, ETid-616). We also find 37 cases
(4%) in which a fine was imposed with relation to con-
sent, mentioning that it was not “specific”, “unambigu-
ous” (e.g., ETid-23, ETid-426) or obtained “voluntarily”
(e.g., ETid-224, ETid-516). In other cases, the obtained
consent does not meet the requirements for withdrawal
(e.g., ETid-47), ignores “opt-outs” (e.g., ETid-82) or
the controller is simply not able to prove the existence
of an individual’s choice (e.g., ETid-177, ETid-21}).

4.2.3 Data Breach Notification & Cooperation with
Authorities

In contrast to the processing of data, fewer fines are
issued regarding communication around data breaches.
We found 49 cases (6%), in which no sufficient cooper-
ation with the authorities took place, e.g., by ignoring
warnings (ETid-89, ETid-42) disregarding concrete or-
ders (ETid-148, ETid-175), or by not responding the
authority at all (ETid-94, ETid-583).

29 fines (3%) are imposed for not reporting a data
breach to the supervisory authority on time or at all.
Additionally, 17 fines (2%) are caused by not reporting
a data breach to the data subject promptly or at all.

4.2.4 Data Subject Rights

Data subject rights have been the topic of several stud-
ies, which have shown that many institutions do not (cor-
rectly) comply with requests by data subjects [5, 6, 31].
The analysis of fines underscores that such issues are
widespread. In our analysis, the rights of data subjects
are the basis for 182 fines (21%). From these fines, 62
times (34%) the “right of access” was not sufficiently
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granted, e.g., by failure to respond to the data sub-
ject at all or in a timely manner (ETid-315, ETid-499).
The “right to erasure” further is the cause for a fine in
56 cases (31%) e.g., customers not being able to have
their personal data deleted (ETid-316, ETid-480). One
notable observation is that the Spanish DPA (AEPD)
fined telephone companies that, instead of deleting cus-
tomers’ data on request, continued their processing of
data extensively (ETid-93, ETid-240). Lastly, 42 cases
(23%) of an insufficient “right to object” are caused by
controllers ignoring the data subjects withdrawing of
consent (ETid-111, ETid-196) or in particular ignoring
data subjects to unsubscribe from newsletters or mar-
keting calls (ETid-264, ETid-336).

4.2.5 General Obligations of Organizations

By general obligations, we mean organizational struc-
tures are required by the GDPR (e.g., appointing a data
protection officer or implementing a management sys-
tem for data protection). This is the smallest category
in our data set (in terms of the number of fines and the
aggregated amount of fines). The majority of cases are
related to privacy-unfriendly design (57 cases; 7%) that
is caused by e.g., a lack of implementation of GDPR
related security measures (e.g., ETid-39) or using col-
lected personal data instead of dummy data for testing
purposes e.g., (ETid-494). In 16 cases (2%), a missing
data protection impact assessment was the cause of a
fine. In contrast, only eight fines (1%) are filed due to
failure of appointing a data protection officer or a miss-
ing management system for data protection.

4.2.6 Information Obligations & Violation of Basic
Data Protection Principles

Regarding the GDPR’s obligations for providing in-
106 fines (12%)
caused by insufficient transparency about the process-

formation to data subjects, are
ing, e.g., through a privacy policy. Our analysis reveals
such notices as either incomplete (ET7d-539), inconsis-
tent (e.g., ETid-522), or are missing completely (ETid-
588). Analyzing cookie policies on websites, also an im-
portant research topic, ten fines (1%) are assigned for
not providing users the option to refuse their cookies
(ETid-86), for insufficient information about the pur-
pose, properties, and activation time (ETid-364 ), or for
cookie banners missing completely (ET%d-220). This is
in line with previous works that identified that cookie



banners do not work as intended [23], are misleading, or
unusable in general [9, 32].

4.2.7 Special Categories of Personal Data

Furthermore, the analysis shows 125 cases (15%) in
which sensitive personal data according to Art. 9 GDPR
is being processed. Such sensitive personal data process-
ings reach from processing biometric data (e.g., finger-
prints) for granting access to certain rooms (ETid-185),
recording attendance (ETid-274) or health-related data
being accessed without unauthorization or by a too wide
range of people (ETid-539, ETid-555).

5 GDPR Fines in the Data Life
Cycle

The categorization that we applied helps us better un-
derstand issues that lead to fines, but it does not directly
allow us to assess at which step in the data processing
an issue occurs. We mapped our categories to different
phases of a data life cycle model to answer this question.
This analysis helps institutions and data protection pro-
fessionals better understand in which development steps
additional care is needed to comply with legislation and
protect personal data.

5.1 Abstract Personal Data Life Cycle
Model

As a basis for this analysis, we use the abstract per-
sonal data life cycle model (APDL) proposed by Alsham-
mari and Simpson [2]. The APDL describes a variety of
processing phases that personal data pass during their
lifetime (e.g., data collection, usage, and destruction).
These phases can be matched with our categorization
scheme. The APDL consists of eight phases: (1) Initia-
tion, (2) Collection, (3) Retention, (4) Access, (5) Disclo-
sure, (6) Usage, (7) Review, and (8) Destruction. How-
ever, personal data might not go through all phases of
the APDL. For example, following the principle of data
minimization, collected data might be deleted right af-
ter usage and, thus, never be accessed or reviewed after-
ward. Figure 2 provides an overview of all phases and
the transitions between them.
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5.2 Mapping Fines to the ADPL

We assign each fine category (see 5) to a life cycle phase
(e.g., data collection or data retention) in which the
data protection noncompliance occurred. Furthermore,
we quantify the number of issues in each stage.

One of the authors used the descriptions of Alsham-
mari and Simpson [2] to map categories to an ADPL
phase. The following categories are not matched to the
APDL since they do not fit in any of the phases: “Not
reporting a data breach to the DPA”, “Not reporting a
data breach to the data subject”, “Insufficient coopera-
tion with DPA” and “Injust processing of article 9 data.”
Except for the privacy policy category that we allocate
to both the initiation and the collection phase, the map-
ping of categories to phases is evident in all cases. The

> categories were mapped to two phases

“privacy policy’
because a controller is required to develop a processing
policy in advance (initiation phase) and disclose the pol-

icy at the time of collection (collection phase).

5.2.1 Mapping Fines to Life Cycle Phases

The initiation phase describes the development of a pro-
cessing plan, which includes the definition of the pur-
pose and how personal data is collected and processed.
This is the phase where Privacy-by-Design and -Default
are applied, which is why we attributed the categories
privacy-unfriendly design and the privacy policy to this
phase.

The initiation phase is then followed by the collec-
tion phase, in which data is recorded, collected, or ob-
tained by the data subject itself or by another institution
(e.g., in the context of data processing under commis-
sion). Here, a sufficient legal basis is required, e.g., by
obtaining the explicit consent of the data subject or by
negotiating a data processing agreement between orga-
nizations. The collection of personal data from the data
subject also includes the communication of transparency
obligations by e.g., providing information regarding cam-
era surveillance or privacy and cookie policies and data
minimization.

The collection phase precedes retention, in which
personal data is organized, structured, and stored for a
specific time. During this phase, special measures must
be taken to prevent digital and physical theft, loss of,
and unauthorized access to the data. While retaining
data, it may be necessary to re-evaluate parts of the
collection phase (e.g., when processing for a different
purpose is planned or the legal basis changes).



The retention is followed by the access phase, in
which personal data is specified and retrieved. In this
stage, effective access control is essential, as it ensures
that the correct information is accessed by the right
person at the right time. One of two phases that fol-
lows the access phase is the disclosure phase, which de-
scribes how data is made available for internal or ex-
ternal use. Here it is crucial to ensure that the data is
only disclosed to authorized parties. The right to data
portability, whereby data is transferred from controller
to controller or to the data subject, also falls under the
disclosure phase.

The second phase that follows the access of data
is the review phase, in which the data subject rights
to access, rectification, restriction, and object are en-
sured. During the usage phase, the data must be pro-
tected by activities against manipulation, attacks, and
use contrary to the specified purpose.

The last life cycle phase is the destruction phase
referring to the deletion of data based on the defined
retention periods and deletion policies, which includes
the right to erasure.

5.2.2 Quantifying Technical and Organizational Issues

To assess how the type of a fine is related to a phase,
we sum up the number of fines for each life cycle state,
based on the previous categorization described in Sec-
tion 3.2, distinguishing between technical and organiza-
tional fines. We chose to analyze the number of fines
instead of the total sum to understand when authorities
tend to impose fines in the data life cycle. Analyzing the
amount of the fines creates a bias towards higher fines
(e.g., to Amazon).

5.3 Results

Figure 2 shows the APDL complemented by the type
and number of fines. Each hexagonal box describes one
phase of the model, the number-letter combinations in
each box refer to the categories of GDPR fines from Ta-
ble 5, which we have assigned to the respective phase.
The numbers on the left represent the organizational
fines, while the numbers on the right display technical
fines. Besides the total number of fines per phase (orga-
nizational 683 fines; technical 434 fines), we list the rel-
ative amount of organizational and technical fines that
were imposed in each phase of the APDL, in relation to
the total number of fines.
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Fig. 2. Mapping of GDPR fines to the personal data life cycle
model of Alshammari and Simpson [2] according to our criteria.
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Since fines can be in multiple categories, the summed up numbers
exceed 100%.

A high-level view shows that technical and orga-
nizational problems are similarly distributed along all
phases. For both, technical and organizational fines, the
collection phase holds the largest number of fines (or-
ganizational: 601 fines, 88%; technical: 314 fines, 72%).
While this is a result of the number of categories (9 fines;
36%) belonging to this phase, this is based on the fact
that most of the requirements must be addressed during
the collection process of personal data.

Some phases have a similar amount of fines in both
categories differing less than 4 %. These are the disclo-
sure phase (organizational: 189 fines, 28%; technical: 135
fines, 31%), the review phase (organizational: 109 fines,
16%; technical: 61 fines, 14%) and the destruction phase
(organizational: 100 fines, 15%; technical: 76 fines, 18%).
While the disclosure phase mostly consists of fines for
“unauthorized disclosure of the data,” the review phase
contains problems that institutions face when handling
data subject rights. Furthermore, the destruction phase
addresses problems of an “insufficient data life cycle
managament” and the “insufficient right to erasure”.

The usage, access, and retention phases are the only
phases that hold significantly more technical than orga-
nizational fines, roughly twice to three times as many.
While the usage phase only consists of fines attributed
to the category “insufficient measures to effectively com-
bat attacks/misuse”, the access phase holds fines related
to “missing role management”. Further, the retention
phase consists of fines connected to “digital loss of data”,
“physical loss of data” and “unauthorized access”.



5.3.1 Life Cycle Phases with Predominantly
Organizational Fines

In the collection phase, the amount of organizational
fines is twice as high as technical fines. This imbalance is
present in all categories assigned to this life cycle phase
(see details in Table 5). The largest category within the
collection phase is “insufficient legal basis” with 356 or-
ganizational and 135 technical fines. Such violations in-
clude institutions not sufficiently defining a legal basis
for the processing of personal data, either when collect-
ing data from the data subject itself ((ETiD-55, ETiD-
92, ETiD-276), or when acting as data processor on
their behalf (ETiD-97, ETiD-423, ETiD-617). We fur-
ther found cases in which a valid legal basis existed. How-
ever, the processing was unlawfully extended in a man-
ner that the legal basis no longer covered the processing,
e.g., by publishing personal data (ETiD-44). In addi-
tion, other fines are related to processors ignoring data
subject requests to restrict the data processing, e.g., by
using a “Robinson list” (ETiD-155, ETiD-660), which is
an opt-out mechanism not to receive marketing material.
Some violations of the legal basis are directly related to
technical issues, such as the failure to obtain consent
when using cookies (ET%iD-135).

The collection phase is the only phase where we
found more fines being rooted in organizational (601
fines; 88%) than technical issues (314 fines; 72%). All
fines in these categories are related to data processing
that was carried out without previously ensuring that
the data could be legally used. While this result may
be an effect of a bias in the data set because data sub-
jects more often notice these issues, it still underlines
the importance of data protection assessments before
processing personal data.

5.3.2 Life Cycle Phases with Predominantly Technical
Fines

In the retention, access and usage phases, we identified a
higher number of technical issues compared to organiza-
tional violations. In the retention period, this is largely
influenced by the category “unauthorized access” (orga-
nizational: 31 fines; technical: 51 fines). In the access
phase, the high amount of technical fines is solely re-
lated to “missing role management” (organizational: 27
fines; technical: 48 fines). Finally, the high proportion
of technical fines in the usage phase is related to “insuf-
ficient measures to effectively combat attacks / misuse”
(organizational: 132 fines; technical: 174 fines). In all of
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these phases, institutions are fined that fail to implement
technical mechanisms that restrict access and usage of
personal data. For example, a school implemented a tool
that allowed teachers and parents to communicate via
an app. However, it had not been appropriately hard-
ened, and consequently, a data breach occurred and was
reported to the authorities (ET%d-292). In another ex-
ample, an adversary could tamper with an insufficiently
secured chatbot hosted by a third party. This resulted
in unauthorized access to customers’ financial informa-
tion (ETid-440).

This highlights the importance of technical mea-
sures to control intentional and prevent unintentional
access to personal data. While technical solutions exist,
they are often not properly implemented.

5.3.3 Life Cycle Phases with Balanced Fine Types

The review, disclosure and destruction phases contain
a similar (relative) amount of organizational and tech-
nical fines. Although the fulfillment of data subject
rights at first seems like an organizational problem, the
numbers in the review phase show that they include
technical problems as well. This is in line with pre-
vious works, which show that organizations lack suffi-
cient processes to verify the identity of the data sub-
ject, which, for example, allows unauthorized access to
data [4, 6, 10]. Other work has revealed that organiza-
tions have issues identifying the data related to a subject
and, therefore, fail to implement the rights on a techni-
cal level [5, 30, 31].

In the disclosure phase, personal data is made acces-
sible to unauthorized persons. This happens due to tech-
nical or organizational errors. technical errors include,
e.g., insufficient password management (ETid-64), stor-
ing personal data on a public storage server, or making
data available over the internet (ETid-715, ETid-716,
ETid-719). Example for organizational errors, in turn,
are employees sending emails, SMS, or documents con-
taining personal data to the wrong receiver (ETid-110,
ETid-171, ETid-248) or employees sharing video record-
ings or photos in social media (ETid-566, ETid-616)).
Furthermore, there are several issues related to both
technical and organizational problems. For example, a
data controller did not fulfill its data breach notification
obligations when a flash memory with personal data was
lost (ETid-74), or patients were able to access not only
their medical reports but also the personal health data
of other patients due to a human error in the I'T systems
integration (ETid-433).



Finally, the destruction phase holds fines connected
to the categories “missing data life cycle management”,
as well as an “insufficient right to erasure”. Both cate-
gories assigned to this phase have a slightly higher to-
tal share of organizational fines. Similar to issues imple-
menting other data subject rights, many fines in the re-
view phase are connected to the right to erasure. Given
that research has shown that many organizations fail
to identify data subjects [5, 31], they will have trouble
deleting data related to them.

5.3.4 Organizational Fines Caused by Technical
Failure

The initiation phase has many “general obligations” cat-
egories assigned to it, which appear primarily organiza-
tional (e.g., appointing a data protection officer or miss-
ing a management system for data protection). However,
concerning the types of issues, we see that the relative
share of technical fines (25%) is higher than the share
of organizational fines (20%). We explain this by a high
number of fines in the category “privacy-unfriendly de-
sign”, addressing the general obligations for “Privacy-by-
Design” and “Privacy-by-Default,” which contain more
technical than organizational fines. This category in-
cludes, for example, fines for the wrong implementa-
tion of “opt-in vs. opt-out” (ETiD-182) or controlling
associates’ work performance using their smartphones
(ETiD-790). In addition, the initiation phase holds a
high number of fines in the category “missing / incorrect
privacy policy”, which is also an organizational issue at
first sight. However, we find that while an adequate pri-
vacy policy is an organizational task in terms of content,
the correct implementation in the I'T systems and code
is a technical issue (e.g., website, app, or server) is a
technical one.

Concluding, we explain the high number of GDPR
fines in the initiation phase by many organizational is-
sues whose implementation is of a technical nature and
therefore has technical dependencies.

6 Technical Issues that Lead to
Fines
The data life cycle analysis highlights the data process-

ing phases in which issues occur that lead to GDPR
fines. However, such an analysis does not answer ques-
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tions regarding the violated principles in the GDPR. In
this section, we analyze the identified technical fines in
the ET to understand their relation to the definitions
(Article 4 GDPR) made in the general provisions of the
GDPR. We achieve this by analyzing the word frequency
of each fine’s summary to map the mentioned issues to
GDPR definitions. This allows us to connect the tech-
nical problems of the fined institutions with the legal
perspective defined in the regulation.

6.1 Methodical Approach

This section limits the analysis to technical fines only
to provide clear and applicable hints for technical data
protection professionals, e.g., developers or architects.
This approach helps understanding the issues that lead
to a fine and reflecting the handling of personal data
accordingly.

6.1.1 Word Frequency Analysis

To understand the technical problems that lead to a fine,
we take a closer look at the fine summaries of the ET.
The summaries contain detailed information on how and
why a fine was imposed. Thus, analyzing the words men-
tioned in all summaries estimates technical problems
leading to a fine. This analysis aims to shed light on
common areas in which fined problems occur. Such a
statistical approach comes with the downside that we
probably include counting artifacts. However, since we
only focus on the most frequent words for the in-depth
analysis, we argue that this effect is minimal.

We first combined all ET summary texts of techni-
cal fines into a single text. Afterward, we remove filler
words (e.g., they, have, how) from the text using a Nat-
ural Language Toolkit (NLTK). The NLTK comes with
a pre-defined list of words to be eliminated since they
do not describe any content. We extend this list with
data protection related terms (e.g., “data”, “personal”,
“dpa”, “GDPR”, or “fine”) so that frequent but unspe-
cific words are eliminated (stopwords). The complete
list of our introduced stopwords can be found in Ap-
pendix A.1. Next, we clean the text by removing all
punctuation, transforming all remaining text into lower
case, and finally, by lemmatizing and stemming the out-
put. The goal of lemmatization and stemming is to re-
duce a word’s various forms to a common base form.
Lemmatization means to group inflected forms of a word
into a single word (e.g., the lemmatization for “studies”



and “studying” would give “study”). Stemming means
the trimming of the word’s ends so that derivational af-
fixes are removed and more realistic word frequencies
are obtained. In our analysis, we list a word’s absolute
number of occurrences, meaning if a fine’s summary text
contains a word multiple times, it is counted multiple
times. Thus, the list serves as an indicator of fined is-
sues that e.g., developers face.

6.1.2 Mapping Fine Reasons to GDPR Definitions

The absolute frequency with which a word occurs in the
analyzed technical fines provides insights into penalized
data protection issues. However, it is unclear how and
which legislative issues are encountered. Towards under-
standing the relation between a fine and the principles
depicted in the GDPR, we map them to the general
definition of terms made in the legislation. Within the
general provisions, Article 4 GDPR (1) — (12) provides
a rich set of definitions that apply uniformly through-
out the regulation and concern the processing of per-
sonal data. For example, Art. 4 GDPR (1) defines the
terms “personal data” and “data subject”. To establish
the connection between the words and the terms, we
first cluster the terms to combine similar definitions into
one category. For example, we cluster the terms “con-
troller”, “processor”, and “recipient” into one group as
they all process personal data. From the twelve consid-
ered articles, we derived seven categories: (1) “Process-
ing”, (2) “Restriction”, (3) “Filing System”, (4) “Data
Subject”, (5) “Personal Data”, (6) “Data Breach”, and
(7) “Controller/Processor/Recipient”. We dropped two
terms (“profiling” and “pseudonymization”) as they are
a specific processing type and do not generally affect the
process.

We use defining categories to map the words from
our word frequency analysis. To assign the words to the
corresponding category, three of the authors indepen-
dently match all words that occurred at least 20 times
in our analysis. In total, the authors mapped 195 words
in this process, but for further analysis, we only kept the
words all authors assigned to the same category. This
applies to 157 (81%) of the analyzed words. We further
dropped words that could not be assigned to any clus-
ter (e.g., “region”). Table 4 shows the most frequent
words of technical GDPR fines. If a category contains a
large number of words, we limit the maximum number
of words per category to eight.
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Fig. 3. Word frequency of word stems (e.g., “ensur” for ensure)
of technical fines, based on summary texts of the ET.

6.2 Results

In the following section, we provide an overview of the
results from the word frequency analysis and our map-
ping of them to GDPR definitions.

6.2.1 Common Words in GDPR Fines

As described, we performed a word frequency analysis of
the summaries of technical fines. In our corpus, the sum-
mary of a technical fine has 35 words on average after
pre-processing. Figure 3 shows the resulting list of the
most frequent keywords in the analyzed GDPR fines. In
our data set, the word stem “access” is mentioned 194
times in 135 distinct technical fines. Given that our data
set only contains violations that went public, this is not
surprising since an unauthorized disclosure will (prob-
ably) lead to a fine and is always related to improper
data access management. Thus, an over-representation
of such cases is likely. However, it is still interesting to
have a closer look at the causes of the fines to better un-
derstand what created the issues (e.g., stolen databases
or lost USB devices).

Case Study: Access Control Issues

To gain deeper insights into the causes of “access” re-
lated fines (n = 135), we performed an in-depth analy-
sis of all related summary texts. One author clustered
these fines according to their type of violation. This pro-
cess resulted in two general cluster types: (1) institutions
collected or disclosed too much information (e.g., when
sharing data with partners) and (2) institutions pro-
vided too little information (e.g., upon data subject re-
quest). Within each of these clusters, different categories
of violations exist, see Figure 4.
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Fig. 4. In-depth analysis of access control issues of technical
GDPR fines, due to the frequency of the term “access” in the
word frequency analysis

The main reason (32 or 24% of cases) for fines re-
lated to institutions collecting or disclosing too much
data was that data was accessible without any authen-
tication. Furthermore, in 26 (19%) cases, fines were as-
signed due to insufficient limitation of access rights of
persons processing data. In such cases, persons received
access to a specific set of information, but they could and
did access data they were not allowed to see (“privilege
escalation”). In addition, in 13 (10%) cases, third par-
ties unjustifiably received access to personal data. Only
in seven (5%) cases do adversaries get unauthorized ac-
cess to or disclosed personal data. A previous study of
Tahaei etal. [28] found, in a developer-centered analy-
sis, that developers are aware of vulnerabilities in access
management systems and with regards to privacy, which
is consistent with our data that shows when these vul-
nerabilities persist and are misused.

In contrast, in cases where institutions provide too
little information, they were mostly (17 cases; 13% cases)
unable to comply with access requests of data subjects.
These findings are in line with the observations made by
previous work [5, 31] Four (3%) cases of fines mentioning
“access” were related to privacy policies that were not
sufficiently accessible.

6.2.2 Understanding Relation to GDPR Principles

Based on the general principles for processing personal
data as listed in Art. 5 GDPR, we want to understand
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Word Stem Count Fines Word Stem  Count Fines
Personal data (Art. 4 (1) GDPR)
name 80 71 (16%) address 77 59 (14%)
health 68 48 (11%) medic(al) 30 29 (7%)
credit 27 20 (7%) code 20 16 (4%)
Data subject (Art. 4 (1) GDPR)
custom(er) 104 67 (15%) patient 85 35 (8%)
employe(e) 79 53 (12%) person 77 25 (6%)
user 59 41 (10%) individu(al) 54 48 (11%)
peopl(e) 34 29 (7%)
Processing (Art. 4 (2) GDPR)
access 194 135 (31%) use 116 86 (20%)
provid(e) 94 74 (17%) call 92 9 (9%)
receiv(e) 87 71 (16%) request 84 59 (14%)
record 83 43 (10%) contain 80 70 (16%)
Restriction (Art. 4 (3) GDPR)
consent 87 54 (12%) adequ(ate) 74 65 (15%)
time 60 58 (13%) suffici(ent) 49  44(10%)
appropri(ate) 46 40 (9%) oblig(ation) 44 36 (8%)
period 34 29 (7%)
Filing System (Art. 4 (6) GDPR)
system 98 67 (15%)  websit(e) 87 64 (15%)
document 71 49 (11%) telephone 52 42 (10%)
camera 40 23 (5%) email 40 25 (6%)
card 39 28 (7%)  order 35 31 (7%)
Controller, Processor, Recipient (Art. 4 (7), (8), (9) GDPR)
bank 59 35 (8%) oper(ator) 59 19 (4%)
vodafone 41 22 (5%) hospital 36 23 (5%)
employ(er) 27 9 (2%)  school 24 13 (3%)
Data breach (Art. 4 (12) GDPR)
complaint 53 47 (11%) incid(dent) 37 32 (7%)
attack 37 9 (2%) error 31 30 (7%)
notif(y) 23 13 (3%) failur(e) 22 22 (5%)

Table 4. Mapping of the words that appeared frequently in the
fines to the relevant GDPR principles.

the general topic of issues that lead to a fine based on
our word frequency analysis.

Table 4 shows the mapping of the words mentioned
in technical fines to the GDPR principle. Words with the
highest occurrence relate to processing activities. This
includes “access” (194), analyzed above, but also “use”
(116), “provide” (94) and “call” (92).

The analysis also shows what types of personal data
are often referenced in descriptions of technical fines.
The list includes categories of personal data like “name”
(80) and “address” (77) which are likely frequently col-
lected by any organization. We further find a high fre-
quency of health related personal data (e.g., “health”
(data) (68), and “medical” (records) (30)). Similarly,
“patient” (85) is a data subject often mentioned, besides
“customer” and “employee”

Specific filing systems often named in connection
with technical GDPR fines are “websites” (87) and “tele-
phones” (52). We find that websites often miss privacy
statements (ETid-142) or are used to disclose personal
data to a broad (unauthorized) audience (ETid-41).



Telephones often refer to unauthorized data processing
in cases of data subjects did not consent (ETid-661),
objected the processing activity (ETid-676), or even re-
quested to delete their personal (telephone) data (ETid-

When looking at controller, processor and recipients
as actors involved in technical GDPR fines, we can iden-
tify “banks” (59), “hospitals” (22) and “vodafone” as
the only company identified specifically (41). This con-
firms our previous observations regarding health-related
data and telephone data. In addition, our analysis re-
veals banks and, therefore, payment data as additionally
often fined by the DPAs. Such GDPR violations include
publishing bank-related data on the internet (ET4id-40)
or sending such data to the wrong recipient (ETid-326,
ETid-350).

Case Study: Health Data Issues

Based on the observation that “health” (data) and “med-
ical” (records), together with data subjects “patient”,
and “hospitals” as organizations are frequently men-
tioned in descriptions of fines related to technical is-
sues, we further analyzed this domain. It highlights that
authorities emphasize investigating potential violations
that involve sensitive data (i.e., health records in this
case) as laid out in Art. 9 GDPR.

In our data set, 115 GDPR fines (13% of all fines)
involve health data. While the cause of the DPA investi-
gations that lead to fines is not always clear, a report of
the Future of Privacy Forum [29] lists focus areas of the
national DPAs and reports that in France, Italy, Sweden,
and Belgium health has a high investigation priority. If
we look at health-related fines of these countries (46
GDPR fines), we see that compared to the total number
of fines in these countries (154 GDPR fines), the health-
related focus is disproportionately represented (30%).

For data protection professionals in this area, this
implies an increased risk of DPA investigations. It can
be explained, to some extent, with the public attention
(e.g., via media coverage) of GDPR violations that in-
volve sensitive data. In addition, this type of data is
associated with higher risks and negative consequences
for individuals so that they might be more willing to
take action and send complaints in case of incidents.
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7 Limitations

We profit from the rich CMS Law GDPR Enforcement
Tracker dataset in this work. However, using this and
other similar datasets is limited because only those
GDPR violations that were made public and ultimately
fined are analyzed. This may create a bias in the dataset
that is hard to assess. First, small fines and fines with
less public attention may remain unnoticed. Second,
fined issues are not necessarily distributed similarly to
data protection issues that exist but go unnoticed. Still,
we can show that the results overlap with other work
(e.g., on problems with access control). Furthermore,
we rely on the summaries of cases provided by CMS
employees that create all the entries manually. Misinter-
pretations may occur (e.g., assigning the wrong GDPR
articles). However, our comparison with other data (see
Section 2.2) did not reveal any systematic errors. Finally,
some ET summary texts do not provide an appropriate
reason (e.g., ETid-40, ETid-1384, ETid-226) for the fine.
Hence, we had to exclude such cases from some parts of
our analysis. However, we are confident that the dataset
still serves to study the origins of GDPR fines.

Manual evaluation methods, as used in our paper
for categorization of the ET, leave room for misinter-
pretations. Although we tried to minimize them by en-
suring cross-checking through several authors, they can-
not be avoided entirely. We have made all our manual
evaluation documents transparent to provide as much
transparency as possible regarding our manual evalua-
tion methods.

8 Conclusion

This work presents the analysis of 856 fines issued by
DPAs for violations of the GDPR. The dataset orig-
inates from a list published by CMS and has been
updated regularly since May 2018. It provides a ba-
sic categorization of the fines based on the articles vi-
olated by the respective institution. We enhance this
category scheme by adding several subcategories that
include details about the root cause, whether it was
a mainly technical or organizational issue, and why
the DPA initiated the investigation. The fines’ primary
drivers are customer complaints and data becoming pub-
lic (e.g., through breaches).

We further provide a deeper analysis of GDPR-
related fines than in previous work. While especially
security research has focused on the technical aspects



of data protection and focused on, e.g. developers, we
show that the DPAs issue most fines for reasons of an
organizational origin. Our results show that many fines
are related to problems that are well known and stud-
ied by the PETs community (e.g., measures to com-
bat attacks, prevention of unauthorized disclosures, or
privacy-unfriendly design). Given that the fines are all
based on issues within the past four years, it raises the
question of where and why the state of the art has not
reached practice yet. Our analysis can provide informa-
tion to researchers as well as practitioners. For example,
researchers in privacy-enhancing technologies can use
our results as a starting point for future studies. The
categorization of fines (see Table 5) reveals areas where
research could help better understand what causes the
problems or how they can be addressed. For example,
409 fines are related to processing data without a le-
gal basis. Legal and security researchers need to work
together to, for example, ensure that the legal basis is
known and data processing is compliant with it. An-
other area for research that has not seen widespread
attention is data breach detection and notification (95
fines) or what motivates customers to complain about a
company’s data practices (52 fines).

Our results support the need for rigorous data pro-
tection management and privacy-by-design, which are
necessary for practitioners and institutions processing
personal data to avoid fines. In all phases of the data life
cycle, violations have been identified. A high number of
fines is attributed to the early phases of data processing,
which indicates widespread data processing issues. In ad-
dition, the literature suggests conducting a data protec-
tion analysis at the beginning to ensure that there is a
legal basis to start the processing. The fact that many
violations are also related to issues in access control man-
agement emphasizes that organizational processes need
to be established (and continuously monitored) to avoid
unwanted data disclosures.

Our analysis also shows that customer data protec-
tion is becoming an essential issue as customer com-
plaints are the second most frequent causes of investiga-
tions by DPAs. In addition, the high frequency of health-
related terms indicates the focus of DPAs on sensitive
data processing.
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Availability of Data & Code
Artifacts

To foster future research, we release our code, measure-
ment data, and other supplementary information at:
https://github.com/RUB-SysSec/ GDPR-fines.
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A Appendix

A.1 Stopwords

For our word frequency analysis, we manually added the

following data protection terminology stopwords: ’data’,

‘personal’, ’fine’, ‘company’, ‘purpose’, ’fined’, ’breach’,

violation’, ’technical’, ’subject’,

’subjects’,

‘measures’,

‘organizational’, ‘number’, ‘authority’, ’security’, ’dpa

)

)
)

eur’, “information’, ’qdpr’, ’subject’, ’processing’, ’con-

troller’, ’art’, ’due’, ’also’, "without’, ’aepd’, ’found’, ’ad-

dition’, ‘processed’, ‘spanish’, ‘protection’, ‘municipality’,

however’, ’could’, ’italian’, ’party’, “imposed’.

A.2 Detailed Listing of GDPR Fine

Categories

Table 5 shows all categories that we used in our analysis,
as discussed in Section 3.

No. Category of Fine Total Occur.  Technical ~ Organizational
1 Insufficient Security Measures 386 340 269
la Digital loss of data 5 5 1
1b Insufficient measures to effectively combat attacks/ misuse 186 174 132
lc Physical loss of data 16 9 13
1d  Missing anonymization or pseudonymization 16 9 14
le Insufficient data life cycle 56 44 51
1f  Missing role management 52 48 27
1g  Unauthorized access 55 51 31
2 Unauthorized Data Processing 751 350 627
2a Unauthorized disclosure of data 225 134 187
2b Processing personal data without legal basis 409 174 356
2c Insufficient consent 37 16 26
2d  lllegal camera surveillance scope 80 26 58
3 Data breach information/ DPA cooperation 95 a7 81
3a Not reporting a data breach to the DPA 29 22 27
3b  Not reporting a data breach to the data subject 17 13 15
3c Insufficient cooperation with DPA 49 12 39
4 Data Subject Rights 182 94 160
4a Insufficient 'right of access’ 62 28 53
4b Insufficient 'right to rectification’ 10 6 9
4c Insufficient 'right to erasure’ 56 32 49
4d  Insufficient 'right to restriction of processing’ 10 4 10
4e  Insufficient 'right to data portability’ 2 1 2
4f Insufficient 'right to object” 42 23 37
5 General Obligations 91 64 65
5a Failing to appoint a data protection officer 8 2 6
5b Missing management system for data protection 5 0 2
5c  Missing register of processing activities 5 4 4
5d  Missing data protection impact assessment 16 10 14
5e  Privacy unfriendly design 57 48 39
6 Information Obligations 169 75 129
6a  Missing/ incorrect privacy policy 106 58 86
6b Camera surveillance without notice 53 11 34
6c  Missing/ incorrect cookie policy 10 6 9
7 Violation of Basic Data Protection Principles 125 76 92
7a  Injust processing of article 9 data 125 76 92

Table 5. The extended list of fine categories based on the ET.
Categories are extended by the total number of occurrences of

them and the share of technical and organizational fines. Based

on our manual classification, fines could be assigned to either one

origin or to both origins.
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