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ABSTRACT
Multi-party computation (MPC) has been a very active area of

research, and recent industrial deployments exist. Practical MPC is

currently limited to low-latency, high-throughput network setups,

i.e., local-area networks (LAN). However, many use cases require the

participation of different entities located in different data centers,

i.e., communication over wide-area networks (WAN). Although,

constant-round MPC exists, it has very high communication cost.

In this paper we investigate the reduction of the round complexity

of secret-shared based multi-party computation. We propose a new

three-party computation protocol that allows to compute multi-fan-

in gates in one round without any precomputation. Our protocol

outperforms related work, including constant-round protocols, over

WANs. For example, we improve throughput of AES-128 over WAN

by a factor of more than 2.2× compared to related work.
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1 INTRODUCTION
Secure (multi-party) computations (MPC) enable the privacy-pre-

serving processing of joint data. In an MPC, two or more parties

jointly compute a function with the condition that other than the

output, no party learns anything about the input of other parties.

In recent years, many theoretical MPC constructions have found

applications in practice. For example, Google and Mastercard have

deployed a two-party computation for ad conversions [28, 51] and

Meta has released the CrypTen toolkit for machine learning in

multi-party computations [32].

There are two fundamental approaches to secure multi-party

computation. In the first approach, initially proposed by Yao in

his seminal work [49], the parties use a garbled Boolean circuit to

evaluate the function in a single round of communication. In the

second, the parties secret-share their inputs among each other and

compute the circuit in multiple rounds. Although constant round

protocols like the Yao’s protocol [49] for 2-party and Beaver et al.’s

protocol [4] for multi-party computation are assumed to perform

better over high latency networks, the communication overhead of

exchanging garbled circuits in these protocols significantly impacts

their throughput. In contrast, secret-shared based protocols have

lightweight communication cost and can be highly parallelized.
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In recent years, there has been increasing research on multi-

party computation based on secret-sharing. The main bottleneck

in the performance of these protocols is computing arithmetic

multiplication and/or Boolean AND gates as it requires the parties

to communicate with each other. In the case of 2-party computation,

Beaver [3] proposed to divide the computation into a pre-processing

phase and an online phase. In the pre-processing phase, the parties

generate so called multiplication triples to be consumed in the

online phase. However, the pre-processing phase involves heavy

cryptographic operations such as oblivious transfer (OT) [40] or

homomorphic encryption (HE) [16] to generate the multiplication

triples which limits the overall performance of the protocol. It is

also not always possible for the parties to be present prior to the

execution of the protocol such as in ad-hoc applications.

To avoid such a computationally heavy pre-processing, many

protocols have been proposed for 3-party computation. The proto-

col by Araki et al. [1] leverages a replicated secret-sharing scheme

and only requires 1 bit of communication per AND gate per party

and uses only simple field operations in the semi-honest security

model. The semi-honest protocol version of ASTRA [12] further

improves throughput with total 2 bits of communication necessary

per AND gate (less than 1 bit per party) in the online phase. But

there is no publicly available implementation to replicate their re-

sults and compare to. Other protocols exist [13, 15, 20, 33, 43] that

extend recent secret-shared based computation to the malicious

security model. However, semi-honest majority security has been

deployed by many in practice [7, 28, 51] and is sufficient wherever

the parties are unlikely to be malicious but want to keep their data

private. Moreover, as Goyal and Song [24] show, malicious security

comes for free in honest-majority MPC.

In this paper we investigate the reduction of the round com-

plexity of secret-shared based multi-party computation of circuits

composed of binary gates in the semi-honest model. We propose

a new multi-party computation protocol for three parties (3PC)

with an honest majority that a) has a communication cost of 1

bit per party per 2-fan-in AND gates and b) allows to compute

multi-fan-in gates in one round, all without any pre-processing.

For 𝑙-fan-in gates our protocol’s communication cost is 2
𝑙 − 𝑙 − 1

(parties P1 and P2) or 2 (party P3) bits. However, any 𝑙-fan-in gate

can replace up to 𝑙 − 1 2-fan-in AND gates. Previous proposals for

two-party protocols supporting multi-fan-in gates [41, 42] exists

but they require function-dependent pre-processing unlike our ap-

proach (no pre-processing). This limitation is inherent to the nature

of two-party protocols. Any two-party protocol based on secret

shares necessarily requires a pre-processing phase using public-

key cryptography, whereas multi-party protocols can be based on

information-theoretic assumptions alone.
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To take advantage of the improved performance of our multi-

party computation protocol, we design improved circuits that use

multi-fan-in AND gates. Previous works such as [11, 47] aim to

develop compilers or logic synthesis toolboxes that output Boolean

circuits with lower multiplicative depth tailored toward multi-party

applications. The multiplicative depth of the circuit is especially

important for secret-shared based multi-party computation as each

level of the circuit adds a round trip time (RTT) latency to the run-

ning time of the protocol. Although, these solutions are automated,

we found manual design a better approach to build circuits with

multi-fan-in AND gates, since it provides us with more flexibil-

ity to choose the optimal fan-in count resulting in the shallowest

construction. Other works that have considered multi-fan-in AND

gates such as [41, 42] follow the same line. However, in both the

fan-in count is limited to 4 due to the limitations of the underlying

protocol whereas we allow for upto 8 fan-in AND gates. In par-

ticular, we design a new multi-fan-in adder based on Sklansky’s

design [25] which reduces multiplicative depth of adding two 64-bit

numbers from 7 up to 3 (Section 4). We also design a new multi-

fan-in multiplier based on Wallace’s design [48] which reduces the

multiplicative depth of multiplying two 64-bit numbers from 18 up

to 8. Finally, we build a circuit for the comparison functionality for

which the multi-fan-in gates are a natural choice (Section 4) and

reduce the multiplicative depth of the circuit comparing two 64-bit

numbers from 7 to 3. The comparison circuit is especially useful

in multi-party computation where it finds many applications in

sorting [27], PSI [45], auctions [7] and Privacy Preserving Machine

Learning (PPML) [38, 39]. We chose to implement all our functions

using binary gates, since it avoids share conversions. In hybrid

protocols that use both binary and arithmetic sharing, a conversion

from arithmetic to binary (and back) is often needed before (and

after) comparison, because the comparison is best performed over

binary circuits. Conversions between arithmetic and binary shares

are costly and in many cases cause loss of precision [39] and limit

the number of sequential operations that can be performed. For

example, both [38, 39] introduce truncation algorithms that require

pre-processing and [12] keep their circuits to only one level of

multiplication.

Our protocol remains efficient especially over WAN. For the

common benchmark of computing AES cipher blocks, our proto-

col is the first to achieve sub-second latency over WAN in our

setup for all key sizes. We implement our protocol in the MP-SPDZ

framework [29] and experimentally compare it to the protocol by

Araki et al. [1], Beaver et al.’s technique [4] using replicated secret

sharing (as Araki et al. use) [31] and the online phase of ABY2

[42]. The online phase of the two-party protocol ABY2 requires

no public-key cryptographic primitives similar to 3PC. Our proto-

col outperforms these protocols in simulated and real WANs. We

use different Amazon data centers connected over the Internet as

the real WAN. We improve throughput of AES-128 by a factor of

more than 2.2× compared to the best competitor. Our protocol is

particularly efficient in case of a real WAN, since it has asymmetric

communication allowing a high-latency connection for one party.

This leads to much more efficient protocols on these (real) WANs.

In summary, we contribute

• A new honest-majority three-party multi-party computa-

tion protocol secure in the semi-honest model that allows

to compute multi-fan-in AND gates in one round without

precomputation (Section 3)

• New designs of multi-fan-in circuits for addition, multiplica-

tion and comparison (Section 4)

• An experimental evaluation of our protocol in the MP-SPDZ

framework comparing it to related work [1, 4, 42] (Section

5). We show our protocol outperforms both garbled circuit

[4] and secret-shared based [1] protocols with similar setup

as ours in running-time and throughput over WAN for the

common benchmark of AES. (Section 5)

2 PRELIMINARIES
In this section, we describe our parameters, notation, secret sharing

scheme, our correlated randomness setup and the message passing

technique of our framework.

2.1 Notation
In our protocol, we have three parties P = {𝑃1, 𝑃2, 𝑃3} which are

connected by standard bidirectional, secure and authenticated chan-

nels e.g. via TLS over TCP/IP. Let 𝑃𝑖±1 refer to the next (+) or previ-
ous (-) party with wrap-around, i.e., 𝑃3+1 is 𝑃1 and 𝑃1−1 is 𝑃3.

We work over the ring Z2𝑛 . We present protocols for 𝑛 = 1, i.e.,

bits, but it is possible to extend our protocols to 𝑛 > 1. We use 𝜅 to

refer to the computational security parameter.

2.2 Correlated Randomness
Our protocol relies on the fact that each pair of parties {𝑃𝑖 , 𝑃𝑖+1}
can obtain a fresh random element 𝑟 on demand, without any in-

teraction beyond a short initial setup.

To enable this, let 𝐹 : {0, 1}𝜅 × {0, 1}𝜅 −→ {0, 1}𝑛 be a pseudo-

random function (PRF), mapping strings into the ring Z2𝑛 . The
function 𝐹 can be instantiated, for instance, usingAES in the counter

mode.

Preprocessing:

(1) Init: Each party 𝑃𝑖
• Samples 𝑆𝑖,𝑖−1, 𝑆𝑖,𝑖+1 ∈ {0, 1}𝜅
• Sends 𝑆𝑖,𝑖−1 to 𝑃𝑖−1 and 𝑆𝑖,𝑖+1 to 𝑃𝑖+1.

(2) Setup: Each party 𝑃𝑖
• Sets R𝑖−1 (𝑥) = F𝑆𝑖+1,𝑖 (𝑥) ⊕ F𝑆𝑖,𝑖+1 (𝑥)
• Sets R𝑖+1 (𝑥) = F𝑆𝑖−1,𝑖 (𝑥) ⊕ F𝑆𝑖,𝑖−1 (𝑥)

Online:
(3) GenNextRandom: Parties 𝑃𝑖 and 𝑃 𝑗

• Party 𝑃𝑖 computes 𝑟𝑖, 𝑗 = R𝑖−1 (𝑖𝑑𝑖, 𝑗 )
• Party 𝑃 𝑗 computes 𝑟𝑖, 𝑗 = R𝑗+1 (𝑖𝑑𝑖, 𝑗 )
(without loss of generality 𝑗 = 𝑖 + 1 )

Figure 1: Correlated randomness functionality

Figure 1 shows how the parties interact in the preprocessing

phase to share random seeds for the PRFs. During the online phase,

parties (𝑃𝑖 , 𝑃 𝑗 ) call GenNextRandom to obtain the random value
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𝑟𝑖, 𝑗 = 𝑟 𝑗,𝑖 . It is important to note that party 𝑃𝑘 is oblivious to the

value 𝑟𝑖, 𝑗 .

We remark that by using a pseudo-random function, we can only

provide security against computationally bounded adversaries and

hence our overall protocol is computationally secure.

2.3 Message Masking
We use the correlated randomness from Section 2.2 to mask the

messages passed between the parties. Each party 𝑃𝑖 runs the func-

tionality Preprocessing twice to obtain two distinct pairs of corre-

lated PRFs (𝑅𝑖−1, 𝑅𝑖+1) and (𝑅′
𝑖−1, 𝑅

′
𝑖+1) which we use to define the

masking functions:

𝑀𝑖→𝑖+1 = 𝑅𝑖+1

𝑀𝑖→𝑖−1 = 𝑅′
𝑖−1

𝑀𝑖+1→𝑖−1 = 𝑅𝑖−1

𝑀𝑖−1→𝑖+1 = 𝑅′
𝑖+1

(1)

Mask: To send a value 𝑣 from 𝑃𝑖 to 𝑃 𝑗

(1) 𝑃𝑖 invokes𝑀𝑖→𝑗 to get𝑚𝑖→𝑗 .

(2) 𝑃𝑖 computes 𝑐 = 𝑣 +𝑚𝑖→𝑗 and sends it to 𝑃 𝑗 .

Figure 2: Message passing with correlated randomness

As shown in Figure 2, for each interaction between the pair of

parties (𝑃𝑖 , 𝑃 𝑗 ), the sender 𝑃𝑖 masks its message 𝑣 with the value

𝑚𝑖→𝑗 before sending it to 𝑃 𝑗 . We remark that the other party 𝑃𝑘
also knows the mask𝑚𝑖→𝑗 due to the properties of the correlated

randomness setup and hence the value 𝑣 is now additively secret-

shared between 𝑃 𝑗 and 𝑃𝑘 .

2.4 Secret Sharing
Wedefine a 2-out-of-3 secret sharing scheme, denoted by𝜋3

2
-sharing

as follows. In order to share a secret 𝑥 ∈ Z2𝑛 , the dealer samples

two random elements 𝛼, 𝛽 ∈ 𝑍2𝑛 and distributes the shares such

that:

• 𝑃1’s share is the pair (𝑥 + 𝛼, 𝛽).
• 𝑃2’s share is the pair (𝑥 + 𝛽, 𝛼).
• 𝑃3’s share is the pair (𝛼, 𝛽).

Notice that any two shares suffice to recover 𝑥 . . Table 1 sum-

marizes the individual shares of the servers for a secret 𝑥 and the

necessary PRFs obtained during the preprocessing phase.

| 𝜋3
2
-sharing | Rand | Mask

𝑃1 | (𝑥 + 𝛼, 𝛽) | 𝑅3, 𝑅2 |𝑀1→2, 𝑀1→3, 𝑀2→3, 𝑀3→2

𝑃2 | (𝑥 + 𝛽, 𝛼) | 𝑅1, 𝑅3 |𝑀2→3, 𝑀2→1, 𝑀3→1, 𝑀1→3

𝑃3 | (𝛼, 𝛽) | 𝑅3, 𝑅1 |𝑀3→1, 𝑀3→2, 𝑀1→2, 𝑀2→1

Table 1: Different shares and PRFs held by the parties

We use the following Lemma in the security proof which is

straight-forward to see.

Lemma 2.1. For any two values 𝑥1, 𝑥2 ∈ Z2𝑛 , and for any 𝑖 ∈
{1, 2, 3} the distribution over 𝑃𝑖 ’s share of 𝑥1 is identical to the distri-
bution over 𝑃𝑖 ’s share of 𝑥2.

3 OUR PROTOCOL
In this section, we describe our protocol for three-party compu-

tation. Our protocol works for arithmetic circuits over the ring

Z2𝑛 with Boolean circuits being a special case (𝑛 = 1). The main

advantage of our protocol over related work [1, 12, 41, 42] is its

ability to compute multi-input multiplication gates (multi-fan-in

AND gates in the Boolean case) for 3-party computation in one

round of communication without any precomputation.

3.1 Boolean Circuits
In order to simplify the illustration, we start by describing the

protocol for the special case of Boolean circuits with AND and XOR

gates. We assume three parties {𝑃1, 𝑃2, 𝑃3} that have correlated

randomness setup as described in Section 2.2 and use the message

passing technique as described in Section 2.3.

3.1.1 XOR (addition) gates. Let (𝑥1+𝛼1, 𝛽1), (𝑥1+𝛽1, 𝛼1), (𝛼1, 𝛽1)
be a secret sharing of 𝑥1, and (𝑥2+𝛼2, 𝛽2), (𝑥2+𝛽2, 𝛼2), (𝛼2, 𝛽2) be a
secret sharing of 𝑥2. In order to compute a secret sharing of 𝑥1 + 𝑥2,
each party locally computes the addition of its corresponding shares

(no communication needed):

• 𝑃1 computes 𝑥1 + 𝛼1 + 𝑥2 + 𝛼2 and 𝛽1 + 𝛽2 and outputs(
(𝑥1 + 𝑥2) + (𝛼1 + 𝛼2), (𝛽1 + 𝛽2)

)
• 𝑃2 computes 𝑥1 + 𝛽1 + 𝑥2 + 𝛽2 and 𝛼1 + 𝛼2 and outputs(

(𝑥1 + 𝑥2) + (𝛽1 + 𝛽2), (𝛼1 + 𝛼2)
)

• 𝑃3 computes 𝛼1 + 𝛼2 and 𝛽1 + 𝛽2 and outputs(
(𝛼1 + 𝛼2), (𝛽1 + 𝛽2)

)
It is straight-forward to verify that the above is a valid 𝜋3

2
-sharing

of 𝑥1 + 𝑥2.

3.1.2 AND (multiplication) gates. We begin by describing the

protocol for computing a 2-fan-in AND gate. This requires each

party to send a single bit, which seems to be the optimal achievable

bandwidth in the information-theoretic, three-party setting [1]

without preprocessing. Let 𝑥1 and 𝑥2 be secret-shared among the

parties as before.

(1) Step 1 - Compute (3,3)-sharing:
• 𝑃1 computes 𝑣1 = (𝑥1 + 𝛼1) (𝑥2 + 𝛼2).
• 𝑃2 computes 𝑣2 = (𝑥1 + 𝛽1)𝛼2 + (𝑥2 + 𝛽2)𝛼1.
• 𝑃3 computes 𝑣3 = 𝛼1𝛽1 + 𝛼2𝛽2 + 𝛼1𝛼2.

We observe that (𝑣1, 𝑣2, 𝑣3) constitute a (3, 3)−sharing of 𝑡 = 𝑥1𝑥2.

However, to proceed further in the protocols, we need to generate

a 𝜋3
2
-sharing of 𝑡 .

(2) Step 2 - Communication:
• 𝑃1 sends 𝑐1 = 𝑣1 +𝑚1→2 to 𝑃2.

• 𝑃2 sends 𝑐2 = 𝑣2 +𝑚2→1 to 𝑃1.

• 𝑃3 sends 𝑐3 = 𝑣3 +𝑚3→1 to 𝑃1.

(3) Step 3 - Compute 𝜋3
2
-sharing:

• 𝑃1 computes (𝑡 + 𝛼𝑡 , 𝛽𝑡 ) =
{
𝑣1 + 𝑐2 + 𝑐3
𝑐3 +𝑚1→2
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• 𝑃2 computes (𝑡 + 𝛽𝑡 , 𝛼𝑡 ) =
{
𝑣2 + 𝑐1 +𝑚3→1

𝑚2→1 +𝑚3→1

• 𝑃3 computes ( 𝛼𝑡 , 𝛽𝑡 ) =
{
𝑚2→1 +𝑚3→1

𝑐3 +𝑚1→2

In order to show that the result is a valid 𝜋3
2
-sharing of 𝑥1𝑥2, we

need to show that both (𝑡 + 𝛼𝑡 ) + 𝛼𝑡 , and (𝑡 + 𝛽𝑡 ) + 𝛽𝑡 are equal to

𝑥1𝑥2. This can be demonstrated as follows:

(𝑡 + 𝛼𝑡 ) + 𝛼𝑡 = 𝑣1 + 𝑐2 + 𝑐3 + 𝛼𝑡

= 𝑣1 + 𝑣2 + 𝑣3 +𝑚2→1 +𝑚3→1 + 𝛼𝑡

= 𝑥1𝑥2 + 𝛼𝑡 + 𝛼𝑡

= 𝑥1𝑥2

Where the first equality is by the definition of the shares, second

equality stems from the definitions of 𝑐2 and 𝑐3 and the third equal-

ity can be derived from the combination of Step 1 and the definition
of 𝛼𝑡 . It can be shown that the second equation 𝑥1𝑥2 = (𝑡 + 𝛽𝑡 ) + 𝛽𝑡
holds similarly.

3.1.3 Multi-fan-in AND (multiplication) gates.

3-Fan-in AND gate. Since the method described in Section 3.1.2

can not be trivially generalized to compute ℓ-fan-in AND gates

with ℓ ≥ 3, to simplify the exposition, we start by showing how to

compute a 3-fan-in AND gate. Let 𝑥1, 𝑥2, and 𝑥3 be the inputs to

a 3-fan-in AND gate where each 𝑥𝑖 is 𝜋
3

2
-shared among the set of

parties {𝑃1, 𝑃2, 𝑃3}.
To output a valid 𝜋3

2
-sharing of the product 𝑡 = 𝑥1𝑥2𝑥3, the pro-

tocol requires the parties to compute a (2,2)-sharing (𝑡 + 𝛼𝑡 , 𝛼𝑡 )
between 𝑃1 and {𝑃2, 𝑃3} following the protocol described in Fig-

ure 3.

In order to see the correctness, Observe that

𝑣2
2
𝛽3 + 𝑣3

2
𝛽2 + 𝑣4

2
𝛽1

= 𝑥1𝑥2𝛽3 + 𝑥1𝑥3𝛽2 + 𝑥2𝑥3𝛽1 + 𝛽1𝛽2𝛽3
(2)

Thus,

𝑐1
2
+ 𝑐2

2
𝛽3 + 𝑐32𝛽2 + 𝑐

4

2
𝛽1

= 𝑣1
2
+ 𝑣2

2
𝛽3 + 𝑣3

2
𝛽2 + 𝑣4

2
𝛽1

+𝑚1

2→1
+𝑚2

2→1
𝛽3 +𝑚3

2→1
𝛽2 +𝑚4

2→1
𝛽1

= 𝑥1𝑥2𝑥3 + 𝑥1𝛽2𝛽3 + 𝛽1𝑥2𝛽3 + 𝛽1𝛽2𝑥3

+𝑚1

2→1
+𝑚2

2→1
𝛽3 +𝑚3

2→1
𝛽2 +𝑚4

2→1
𝛽1

(3)

Where the first equality stems from the definitions of 𝑐1
2
, ..., 𝑐4

2

by 𝑃2 and the second equality is derived by expanding the terms

of (𝑥1 + 𝛼1) (𝑥2 + 𝛼2) (𝑥3 + 𝛼3) and cancelling the repeated values

from Eq. (2). Therefore, 𝑃1 computes

• Compute (2,2)-sharing of 𝑥1𝑥2𝑥3
(1) 𝑃2 computes

v2 =


𝑣1
2
= (𝑥1 + 𝛽1) (𝑥2 + 𝛽2) (𝑥3 + 𝛽3)

𝑣2
2
= (𝑥1 + 𝛽1) (𝑥2 + 𝛽2)

𝑣3
2
= (𝑥1 + 𝛽1) (𝑥3 + 𝛽3)

𝑣4
2
= (𝑥2 + 𝛽2) (𝑥3 + 𝛽3)

(2) 𝑃2 sends 𝑐
𝑖
2
= 𝑣𝑖

2
+𝑚𝑖

2→1
to 𝑃1 for all 𝑣

𝑖
2
.

(3) 𝑃1 computes

𝑡+𝛼𝑡 = 𝑐1
2

+ 𝑐2
2
𝛽3 + 𝑐32𝛽2 + 𝑐

4

2
𝛽1

+ (𝑥1 + 𝛼1)𝛽2𝛽3 + 𝛽1 (𝑥2 + 𝛼2)𝛽3
+ 𝛽1𝛽2 (𝑥3 + 𝛼3)
+𝑚1

3→2

(4) 𝑃3 computes

𝑣1
3
=𝑚1

2→1
+𝑚2

2→1
𝛽3 +𝑚3

2→1
𝛽2 +𝑚4

2→1
𝛽1

+ 𝛼1𝛽2𝛽3 + 𝛽1𝛼2𝛽3 + 𝛽1𝛽2𝛼3

(5) 𝑃3 sends 𝑐
1

3
= 𝑣1

3
+𝑚1

3→2
to 𝑃2 and sets 𝛼𝑡 = 𝑐1

3
.

(6) 𝑃2 sets 𝛼𝑡 = 𝑐1
3
.

Figure 3: Computing (2,2)-sharing of the product 𝑥1𝑥2𝑥3

𝑡 + 𝛼𝑡

= 𝑥1𝑥2𝑥3 + 𝑥1𝛽2𝛽3 + 𝛽1𝑥2𝛽3 + 𝛽1𝛽2𝑥3

+𝑚1

2→1
+𝑚2

2→1
𝛽3 +𝑚3

2→1
𝛽2 +𝑚4

2→1
𝛽1

+ (𝑥1 + 𝛼1)𝛽2𝛽3 + 𝛽1 (𝑥2 + 𝛼2)𝛽3 + 𝛽1𝛽2 (𝑥3 + 𝛼3)
+𝑚1

3→2

= 𝑥1𝑥2𝑥3 +𝑚1

2→1
+𝑚2

2→1
𝛽3 +𝑚3

2→1
𝛽2 +𝑚4

2→1
𝛽1

+ 𝛼1𝛽2𝛽3 + 𝛽1𝛼2𝛽3 + 𝛽1𝛽2𝛼3 +𝑚1

3→2

= 𝑥1𝑥2𝑥3 + 𝑐13
Where the first equality holds by substituting with the equiva-

lence from Eq. (3), the second equality is derived by cancelling the

values 𝑥1𝛽2𝛽3, 𝛽1𝑥2𝛽4, 𝛽1𝛽2𝑥3, and the final equality is derived by

the definition of 𝑐1
3
by 𝑃3.

However, the multiplication protocol is not complete as the par-

ties must have a 𝜋3
2
-sharing of 𝑡 . To complete the protocol, the

parties run a symmetric computation with the roles of 𝑃1 and 𝑃2
exchanged. This will output a (2,2)-sharing (𝑡 + 𝛽𝑡 , 𝛽𝑡 ) between
𝑃2 and {𝑃1, 𝑃3}. Together, the two (2,2)-sharings constitute a valid

𝜋3
2
-sharing of 𝑡 .

3.1.4 ℓ-Fan-in AND (multiplication) gates. In this subsection,

we describe the protocol to compute ℓ-fan-in AND gates for the

general case ℓ ≥ 3. Similar to the 3-fan-in case, our protocol con-

structs two (2,2)-sharings of the product 𝑡 = 𝑥1 ...𝑥ℓ between the
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• Compute (2,2)-sharing 𝑥1 ...𝑥ℓ
(1) 𝑃2 computes

𝑣𝜙 (𝐼 ) =
∏
𝑥𝑖 ∈𝐼

(𝑥𝑖 + 𝛽𝑖 )

for 𝐼 ⊆ P(𝑋 ) and |𝐼 | > 1,

(2) 𝑃2 sends 𝑐
𝜙 (𝐼 )
2

= 𝑣
𝜙 (𝐼 )
2

+𝑚𝜙 (𝐼 )
2→1

to 𝑃1 for all 𝑣
𝜙 (𝐼 )
2

.

(3) 𝑃1 computes

𝑡 + 𝛼𝑡 =
∑︁

𝐼 ⊆𝑋, |𝐼 |>1
𝑐
𝜙 (𝐼 )
2

∏
𝑥 𝑗∉𝐼

𝛽 𝑗

+
∑︁

𝑥𝑖 ∈𝑋,𝐼={𝑥𝑖 }
(𝑥𝑖 + 𝛼𝑖 )

∏
𝑥 𝑗∉𝐼

𝛽 𝑗

+ 𝑏
∏
𝑖∈L

𝛽𝑖 +𝑚1

3→2

where 𝑏 = 1 if 𝑛 is even o.w. 𝑏 = 0.

(4) 𝑃3 computes

𝑣1
3
=

∑︁
𝐼 ⊆𝑋, |𝐼 |>1

𝑚
𝜙 (𝐼 )
2→1

∏
𝑥 𝑗∉𝐼

𝛽 𝑗

+
∑︁

𝑥𝑖 ∈𝑋,𝐼={𝑥𝑖 }
𝛼𝑖

∏
𝑥 𝑗∉𝐼

𝛽 𝑗

(5) 𝑃3 sends 𝑐
1

3
= 𝑣1

3
+𝑚1

3→2
to 𝑃2 and sets 𝛼𝑡 = 𝑐1

3
.

(6) 𝑃2 sets 𝛼𝑡 = 𝑐1
3
.

Figure 4: Computing (2,2)-sharing of the product 𝑥1 ...𝑥ℓ

parties. In the following, we only present the (2,2)-sharing where

𝑃1 holds 𝑡 + 𝛼𝑡 and {𝑃2, 𝑃3} both hold (𝛼𝑡 ). Since the roles of 𝑃1
and 𝑃2 are symmetric, the full protocol follows naturally.

Let L = {1, ..., ℓ}, 2L = {0, ..., 2ℓ − 1}, and P(𝑋 ) be the power
set of the set of inputs 𝑋 = {𝑥1, ..., 𝑥ℓ }. Define 𝜙 : P(𝑋 ) → 2

L
as

𝜙 (𝐼 ) = Σ𝑥𝑖 ∈𝐼 2
𝑖−1

. Parties {𝑃1, 𝑃2, 𝑃3} hold a 𝜋3
2
-sharing of each 𝑥𝑖

such that 𝑃1 holds (𝑥𝑖 + 𝛼𝑖 , 𝛽𝑖 ), 𝑃2 holds (𝑥𝑖 + 𝛽𝑖 , 𝛼𝑖 ) and 𝑃3 holds
(𝛼𝑖 , 𝛽𝑖 ). The protocol for computing a (2,2)-sharing of 𝑡 = 𝑥1 ...𝑥ℓ is

presented in Fig. 4.

To show correctness, we need the following lemma.

Lemma 3.1. Assume {𝑥1, ..., 𝑥ℓ } and {𝛽1, ..., 𝛽ℓ } are two sets of
values over Z2. Then∑︁

𝐼 ⊆𝑋, |𝐼 |>1

∏
𝑥𝑖 ∈𝐼

(𝑥𝑖 + 𝛽𝑖 )
∏
𝑥 𝑗∉𝐼

𝛽 𝑗

=
∏
𝑖∈ℓ

𝑥𝑖 +
∑︁

𝑥𝑖 ∈𝑋,𝐼={𝑥𝑖 }
𝑥𝑖

∏
𝑥 𝑗∉𝐼

𝛽 𝑗 + 𝑏
∏
𝑖∈ℓ

𝛽𝑖

where 𝑏 = 1 if ℓ is even, 𝑏 = 0 otherwise.

Proof. Let 𝑋𝐼 =
∏
𝑥𝑖 ∈𝐼

𝑥𝑖
∏
𝑥 𝑗∉𝐼

𝛽 𝑗 for every 𝐼 where 1 < |𝐼 | < ℓ . It

is straight-forward to see that 𝑋𝐼 is a factor of the term∑
𝐼 ⊆𝐴⊆P(𝑋 )

∏
𝑥𝑖 ∈𝐴

(𝑥𝑖 + 𝛽𝑖 )
∏

𝑥 𝑗∉𝐴

(𝛽 𝑗 )

The number of sets 𝐴 ∈ P(𝑋 ) where 𝐼 ⊆ 𝐴 is 2
ℓ−|𝐼 |

. Since 1 <

|𝐼 | < ℓ , it follows that each 𝑋𝐼 is repeated an even number of times

on the left side of the equation, hence, it gets cancelled. Following

the same argument, observe that terms of the form 𝑥𝑖
∏

𝑥 𝑗≠𝑥𝑖

𝛽 𝑗 occur

a total 2
ℓ−1 − 1 times where the subtraction is due to {𝑥𝑖 } being

excluded from the sum. Similarly, 𝑥1 ...𝑥ℓ only appears once and∏
𝑖∈L

𝛽𝑖 occurs 2
ℓ − ℓ − 1 times. Thus, completing the proof. ■ □

Therefore, the correctness of the protocol follows from

𝑡 + 𝛼𝑡 =
∑︁

𝐼 ⊆𝑋, |𝐼 |>1

∏
𝑥𝑖 ∈𝐼

(𝑥𝑖 + 𝛽𝑖 )
∏
𝑥 𝑗∉𝐼

𝛽 𝑗

+
∑︁

𝐼 ⊆𝑋, |𝐼 |>1
𝑚
𝜙 (𝐼 )
2→1

∏
𝑥 𝑗∉𝐼

𝛽 𝑗

+
∑︁

𝑥𝑖 ∈𝑋,𝐼={𝑥𝑖 }
𝑥𝑖

∏
𝑥 𝑗∉𝐼

𝛽 𝑗 +
∑︁

𝑥𝑖 ∈𝑋,𝐼={𝑥𝑖 }
𝛼𝑖

∏
𝑥 𝑗∉𝐼

𝛽 𝑗

+ 𝑏
∏
𝑖∈L

𝛽𝑖 +𝑚1

3→2

=
∏
𝑖∈L

𝑥𝑖 +
∑︁

𝐼 ⊆𝑋, |𝐼 |>1
𝑚
𝜙 (𝐼 )
2→1

∏
𝑥 𝑗∉𝐼

𝛽 𝑗

+
∑︁

𝑥𝑖 ∈𝑋,𝐼={𝑥𝑖 }
𝛼𝑖

∏
𝑥 𝑗∉𝐼

𝛽 𝑗 +𝑚1

3→2

=
∏
𝑥𝑖 ∈L

𝑥𝑖 + 𝑐13

(2)

where the first equality is derived by the definition of 𝑐
𝜙 (𝐼 )
2

, the

second equality is derived by substituting Lemma 3.1, and the final

equality is derived from the definition of 𝑐1
3
.

3.2 Threat Model and Security
In this subsection, we prove the security of our protocol in the

presence of a static semi-honest adversary controlling one of the

three parties. Since our goal is to compute a Boolean circuit, the

functionality is deterministic and we can use the following security

definition by Goldreich [21]:

Definition 3.2. Let 𝑓 : ({0, 1}∗)3 → ({0, 1}∗)3 be a deterministic
3-ary functionality and let 𝜋 be a protocol. We say that 𝜋 securely
computes 𝑓 in the presence of one static semi-honest adversary if for
every ®𝑥 ∈ ({0, 1}∗)3 where |𝑥1 | = |𝑥2 | = |𝑥3 | the following holds:

1) Correctness: 𝑂𝑈𝑇𝑃𝑈𝑇𝜋 ( ®𝑥) = 𝑓 ( ®𝑥), and
2) Privacy: There exists probabilistic polynomial time algorithms

S𝑖 such that for every corrupted party 𝑖 ∈ {1, 2, 3}:
S𝑖 (𝑥𝑖 , 𝑓𝑖 ( ®𝑥)) = {𝑉 𝐼𝐸𝑊 𝜋

𝑖
( ®𝑥)}

Where 𝑉 𝐼𝐸𝑊 𝜋
𝑖
( ®𝑥) is the view of party 𝑖 and consists of its input

𝑥𝑖 , its internal random coins 𝑟𝑖 and the messages received by 𝑖 during
the protocol execution.

Proof. The correctness requirement of our protocol follows im-

mediately as the parties compute the circuit C which implements

functionality 𝑓 and we have already shown correctness for the AND

(multiplication) and XOR (addition) gates composing the circuit.

It remains to show privacy. If party 𝑃3 is corrupted, note that

it receives nothing during the execution of the protocol both for
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XOR gates and AND gates. The only messages that 𝑃3 receives are

the setup bits for the correlated randomness from 𝑃1 and 𝑃2 which

are just two independent random bits 𝑆1,2, 𝑆2,1 ∈ {0, 1}𝜅 . Thus the
simulator S3 simply chooses two random bits 𝑆 ′

1,2
, 𝑆 ′

2,1
, sets up

the pseudo-random functions with them. For each output wire in

which 𝑃3 receives output, given the shares computed thus far by

the simulator and the true output value, S3 can generate the exact

shares it would receive from the other parties. This is because of

the secret sharing scheme’s property that given one party’s shares

and the exact value of the secret, the associated parties’ shares

can be fully determined. Thus, the simulator’s view is completely

indistinguishable form a real execution of 𝜋 .

If party 𝑃1 is corrupted, unlike 𝑃3 it receives messages during

the protocol execution from both parties 𝑃2 and 𝑃3. The view of 𝑃1
during the protocol execution consists of the random bits 𝑆2,3, 𝑆3,2 it

receives from 𝑃2 and 𝑃3 respectively for the correlated randomness

setup and the messages it receives from them for 2-fan-in and

ℓ-fan-in AND gates. The simulator S1 simulates the correlated

randomness setup bits as in the case of 𝑃3. For any AND gate 𝑔 in

the circuit, 𝑃1 receives messages depending on the gate’s fan-in:

(1) If 𝑔 is a 2-fan-in AND gate, then 𝑃1 receives one single bit

from 𝑃2 which is (𝑥1 + 𝛽1)𝛼2 + (𝑥2 + 𝛽2)𝛼1 +𝑚2→1 where

𝑥1 and 𝑥2 are the the actual inputs to gate 𝑙 and𝑚2→1 is the

randomness 𝑃2 uses for communication with 𝑃1 on that gate.

Since the bit is masked with the random bit𝑚2→1 obtained

from the shared pseudo-random function between 𝑃2 and

𝑃3 that is oblivious to 𝑃1, the simulator S1 simply samples a

random bit and simulates the above message.

(2) If 𝑔 is a ℓ-fan-in AND gate, then 𝑃1 receives 2
ℓ − ℓ − 1 bits

from 𝑃2 and one bit from 𝑃3 as described in the Section 3.1.4.

However, all these messages are masked using random bits as

in the 2-fan-in case unknown to 𝑃1. Therefore, S1 simulates

such gates by sampling 2
ℓ − ℓ random bits.

Finally, for each output wire S1 does the same thing as S3.

If 𝑃2 is corrupted, we observe that the views of 𝑃1 and 𝑃2 on

ℓ-fan-in AND gates and the correlated randomness setup bit is

symmetric. The only difference in the view of these two parties

occurs when computing a 2-fan-in AND gate where 𝑃2 receives an

additional bit from 𝑃3 that 𝑃1 does not. However, since this bit is

also masked with a random bit unknown to 𝑃2, the simulator for

𝑃2 can simply sample an additional random bit.

Thus, we can construct a simulator for all static adversaries,

hence, from this and by the security of the pseudo-random function,

the simulator-generated views are identically distributed to that of

a real protocol execution. ■

4 COMMUNICATION-EFFICIENT CIRCUITS
In this section, we describe how to use multi-fan-in AND gates to

design binary circuits with lower multiplicative depth.

Specifically, we focus on adder, multiplier and comparator cir-

cuits.

In the following, the depth of the circuit denotes the number of

multiplicative stages and the size is the total number of multiplica-

tions.

Adder: An 𝑛-bit adder takes two 𝑛-bit numbers 𝑎 and 𝑏 and outputs

a 𝑛-bit number 𝑠 plus a carry out 𝑐 . The simplest construction for

an adder is the Ripple-Carry adder which has minimal size but due

to its sequential structure has a multiplicative depth of 𝑛. Therefore,

it is not well-suited for MPC purposes.

Parallel Prefix Adders (PPA) [25] use prefix tree networks with

generate and propagate signals to obtain lower depth circuits with a

trade-off against circuit size. There are many PPA designs with dif-

ferent characteristics. However, Sklansky PPA achieves the lowest

depth without excessively increasing circuit size. Using traditional

Sklansky PPA with 2-fan-in gates results in a circuit depth of log
2
𝑛.

Due to the associativity of propagate and generate signals, taking

advantage of higher-fan-in gates is straightforward. This yields a

higher parallelization and decreases the depth of the circuit by a

factor of log
2
ℓ .

As our protocol has communication complexity exponential in

the AND gate fan-in, we limit ourselves to Sklansky structures

that are based on ℓ ≤ 8-fan-in AND gates. Table 2 compares the

depth and size of the circuits for different bit-widths for the Ripple-

Carry adder, an unmodified Sklansky PPA adder and our two new

constructions with multi-fan-in AND gates up to ℓ ≤ 4 and ℓ ≤ 8,

respectively.

Algorithm

depth size

16 32 64 128 16 32 64 128

Ripple-Carry 16 32 64 128 31 63 127 255

Sklansky 5 6 7 8 65 161 385 897

ℓ ≤4-fan-in 3 4 5 8 73 177 433 993

ℓ ≤8-fan-in 3 3 3 4 87 213 561 1249

Table 2: Comparison of adder circuit depth and size for dif-
ferent constructions and bit-widths

Multiplier: An 𝑛-bit multiplier takes two 𝑛-bit numbers 𝑎 and 𝑏 and

outputs a 2𝑛-bit number 𝑝 as their product. The common algorithm

for multiplication is the same as the high-school method where first

𝑛 partial products of bit-length 𝑛 are computed by multiplying each

bit of the multiplier by the multiplicand and left-shifting the result

by the position of the multiplier’s bit. The basic multiplier circuit

then uses a 2𝑛-bit adder to sum the partial products one after one

until the final product is reached.

Even with our depth-optimized adders, this approach has a

𝑛 logℓ 𝑛 depth when sequentially adding the partial products and

using 2-fan-in AND gates in the adder design. Summing up the

partial products in a binary tree reduces the number of addition

levels from 𝑛 to log𝑛 but it is still expensive in MPC protocols.

In logic synthesis, a Wallace tree [48] multiplier is used to gather

all the partial products in a tree structure. Then, each column of bits

are divided in groups of 3 and reduced to 2 bits using Full Adders

and Half Adders. This process is repeated until there are only 2

bits left at each position whereby a final 2𝑛-bit adder is used to

output the product. A Wallace tree multiplier therefore has a depth

of log
1.5 𝑛+ logℓ 2𝑛+1where the former is the number of reduction

stages and the latter is due to the final adder.
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Algorithm

depth size

16 32 64 128 16 32 64 128

Standard 45 93 189 381 496 2016 8128 32640

Wallace 13 15 18 21 512 2058 8226 32836

ℓ ≤4-fan-in 7 9 9 11 1229 5304 21997 89416

ℓ ≤8-fan-in 6 6 8 11 1422 6612 24834 96679

Table 3: Comparison of multiplier circuit depth and size for
different constructions and bit-widths

There are many optimization techniques to further reduce the

number of stages. Asif and Kong [2] introduce the notion of Counter-

BasedWallace (CBW) tree reduction where 4:3, 5:3, 6:3 and 7:3 coun-

ters are applied to each column to compress more bits at each stage

reducing the number of stages to log
2.3 𝑛. By a similar extension,

using 15:4 counters results in log
3.75 𝑛 stages and larger counters

𝑁 : 𝑀 in log𝑁 /𝑀 𝑛. However, the counter circuit is not a depth-1

circuit anymore, and, hence, requires additional communication

rounds per stage.

We use multi-fan-in AND gates to design depth-1 counter cir-

cuits and take full advantage of the fewer reduction stages without

incurring extra communication rounds per stage. However, this

comes with a trade-off against the size of the circuit and also needs

higher fan-in AND gates. Table 3 compares the depth and size

of the circuits for different bit-widths for the standard multiplier,

the Wallace-tree multiplier and our two new constructions with

7:3 counters and ℓ ≤ 4-fan-in AND gates and 15:4 counters and

ℓ ≤ 8-fan-in AND gates.

Comparator: A binary circuit to compare two 𝑛-bit numbers 𝑎, 𝑏

in secure computation is presented by Fischlin [19]. A number 𝑎 is

greater than another number 𝑏 if, for some 𝑖 , the 𝑖-th bit of 𝑎 is 1

and 0 for 𝑏 and all the more significant bits > 𝑖 are equal. Formally:

𝑎 > 𝑏 ⇐⇒
⊕𝑛

𝑖=1

(
𝑎𝑖 ∧ ¬𝑏𝑖 ∧

∧𝑛
𝑗=𝑖+1 (𝑎 𝑗 = 𝑏 𝑗 )

)
where 𝑎 𝑗 = 𝑏 𝑗 can be rewritten as ¬(𝑎 𝑗 ⊕ 𝑏 𝑗 ). Using a tree

structure of 2-fan-in AND gates will result in a circuit of depth

log
2
𝑛 + 1 to compute the product of terms in Fischlin’s equation.

Similar to the adder circuit, higher fan-in gates can be used to reduce

the number of communication rounds by minimizing the depth

of the multiplicative tree. Table 4 compares the depth and size of

the circuits for different bit-widths for the unmodified comparator

and our two new constructions with multi-fan-in AND gates up to

ℓ ≤ 4 and ℓ ≤ 8, respectively.

5 EXPERIMENTAL IMPLEMENTATION AND
BENCHMARKS

In this section, we provide empirical results of a prototypical imple-

mentation demonstrating the efficiency gains due to (our protocol

design and) the use of multi-fan-in AND gates compared to Araki

et al.’s [1] and Beaver et al.’s protocol [4]. Recall that ASTRA [12],

which (slightly) improves over Araki et al.’s protocols, has no public

implementation to replicate their results. We begin by describing

the setup environment and implementation details.

Algorithm

depth size

16 32 64 128 16 32 64 128

Standard 5 6 7 8 63 143 319 703

ℓ ≤4-fan-in 3 4 4 5 39 95 207 479

ℓ ≤8-fan-in 3 3 3 4 37 83 175 415

Table 4: Comparison of comparator circuit depth and size for
different constructions and bit-widths

We implement our protocol using the MP-SPDZ [29] framework

in C++11. For our servers, we use three AWS t2.large instances

equipped with two Intel Xeon E5-2686 v4 2.3GHz CPUs and 8 GB

RAM. We run the experiments in a simulated WAN and a real

WAN setting. To simulate the WAN, we run all three parties on a

single instance imposing a round-trip time (RTT) of 100ms and a

channel bandwidth of 160Mbps bymanipulating the Kernel’s Traffic

Control for the local interface. Over the WAN, the machines are

instantiated in Amazon Web Services data centers at US East (P1),
US West (P2) and North Europe (P3). In this setting, the network

statistics for each pair P1-P2, P1-P3, P2-P3 are measured separately,

where the average RTTs are approximately 50ms, 100ms and 150ms
with channel bandwidth of approximately 235Mbps, 115Mbps and

75Mbps, respectively. For our AES benchmark we also use a local-

area network (LAN) with all 3 parties running on the same machine

connected by the loopback interface which has roughly 20 Gbps

bandwidth and a RTT of 0.05 ms. We use TLS over TCP for secure

communication between each pair of parties.

We compare the performance of our protocol against the closest

competitor [1] which shares the same threat model, requires no pre-

computation as ours and has a publicly available implementation.

We ensure fair comparison by running the MP-SPDZ implemen-

tation of Araki et al.’s protocol [1] in our environment. As Araki

et al.’s protocol [1] does not support multi-fan-in AND gates, the

results are only reported for circuits based on standard 2-fan-in

AND gates. We then extend the measurements to multi-fan-in gates

for our protocol. We also compare to the implementation of Beaver

et al.’s protocol [4] in the MP-SPDZ framework [29] based on the

techniques by Keller and Yanai [31]. For Beaver et al.’s technique

2-fan-in gates are optimal, since they have the lowest communi-

cation cost and the number of communication rounds cannot be

further reduced by increasing the fan-in. Hence, we use circuits

with 2-fan-in gates for Beaver et al.’s technique. We use the online

running time and communication cost as the measured quantities

to benchmark the protocols. To generate both the standard 2-fan-

in and the round-optimized circuits using the multi-fan-in AND

gates, we implemented a Python module to compile the circuit de-

signs into Bristol Fashion format suitable as input to the MP-SPDZ

framework.

We perform the comparison for three types of circuits. First,

we begin by analyzing the advantages of multi-fan-in gates in the

theoretically optimal case of an AND-tree (Section 5.1). Second,

we compare our performance to related work [1, 4] for our depth-

optimized building block circuits for addition, multiplication and

comparison (Section 5.2). Third, we compare our performance to
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related work for a practical circuit, the AES block cipher, which has

been used in many related works as a benchmark (Section 5.3). For

this comparison, we also include the 2-party protocol ABY2 [42],

since it also supports multi-fan-in gates. However, we only compare

to the online phase (ignoring its offline phase) of ABY2, in order to

avoid having to resort to public-key operations. Since, we operate

in a 3-party setup our protocol can be and is implemented without

public-key cryptography.

5.1 Results for AND Trees
To analyze the performance of 2-fan-in AND gates compared to

the multi-fan-in AND gates, we construct a prototype circuit that

computes

∧𝑛
𝑖=1 𝑎𝑖 for an 𝑛-bit number 𝑎. Similar to the comparison

circuits from Section 4, a tree structure of AND gates is used to ag-

gregate the input wires in multiple rounds until the final product is

output. The depth and size of this circuit are ⌈logℓ 𝑛⌉ and ℓ ⌈logℓ 𝑛⌉−1
ℓ−1 ,

respectively allowing for ℓ-fan-in AND gates.

Figure 5 shows the running time of the AND-tree aggregator for

designs based on 2,4,8-fan-in AND gates and Araki et al.’s protocol

[1] using 2-fan-in gates. In the simulated WAN setting, we observe

in the case of 2-fan-in gates, that for both Araki et al.’s [1] and our

protocol, the running time increases linearly with the multiplicative

depth of the circuit. However, our protocol consistently takes one

RTT time less to complete which is due to the asymmetry of the

roles of the parties. This behavior has been noticed before in other

protocols, notably ASTRA [12], where similarly, the majority of

the communication and computation is handled by only a pair

of the parties, namely P1-P2. In our protocol, P3 does not receive
any bits from the other parties, i.e., it can execute the protocol

without waiting on any inbound communication. Consequently,

by the time P1 and P2 reach the final level of the circuit, they have

already received the information required from P3 to do the local

computation. Hence, they can finalize the protocol with no latency

saving an extra RTT in the running time.

In the real WAN setting, this improvement becomes even more

significant as our protocol provides the flexibility to setup the par-

ties such that the communication link between P1-P2 has the lowest
latency among all the pairs. This effectively reduces the delay for

each round from the maximum to the minimum RTT among each

pair of the parties due to the role of P3 as explained. In Figure 5, we

observe that our protocol achieves better performance by improving

up to 1.7× upon Araki et al.’s protocol [1].

Next, we analyze the impact of multi-fan-in AND gates and

demonstrate the full power of our protocol. Even when using only a

slightly higher fan-in ℓ ≤ 4-AND gates, we achieve an improvement

in the running time of 2× for the simulated WAN and 3.5× for the

real WAN compared to Araki et al.’s protocol [1]. This is mainly

due to the reduced depth of the circuits, though the asymmetry of

our protocol contributes to the increased performance over WAN

as well.

The running time can be further reduced by using ℓ ≤ 8-fan-in

AND gates. The performance gain becomes more noticeable as

the circuit sizes grow larger. However, for some input lengths the

running time is not improved upon the case of ℓ ≤ 4-fan-in. This

is because the circuit depth remains the same regardless of the

design using either ≤ 4 or ≤ 8 fan-in AND gates. However, since
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Figure 5: Online latency of AND-tree computation for multi-
ple input bit-width

our protocol has exponential communication cost in the fan-in, the

optimal constructions are the ones leveraging smaller fan-in, i.e.,

ℓ ≤ 4-fan-in gates.

Table 5 shows the communication cost of our protocol for run-

ning 100 instances of the AND-tree aggregator in parallel. We report

the numbers for all the parties, however, as P1 and P2 have symmet-

ric behaviour, they incur the same amount of communication and

are thus grouped together. The results for Araki et al.’s protocol [1]

are the same as ours in the case of circuits with only 2-fan-in gates

as they both send one bit per party per 2-fan-in AND gate. We see

that for each input size, the communication cost increases for P1,
P2 as higher fan-in gates are used. This is an expected behaviour,

since the multi-fan-in AND gates consume exponentially more bits
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Party Fan-in

Comm. (KB)

Tree-2
4

Tree-2
6

Tree-2
8

Tree-2
10

Tree-2
12

P1, P2
2 0.013 0.018 0.042 0.138 0.522

4 0.017 0.039 0.127 0.479 1.887

8 0.072 0.288 1.123 4.518 18.072

P3
2 0.011 0.017 0.041 0.137 0.521

4 0.011 0.015 0.031 0.095 0.351

8 0.010 0.012 0.019 0.046 0.156

Table 5: Comparison of communication cost of AND-tree
computation per party for multiple input bit-width

on the link P1-P2. This explains why it is not always optimal to

use higher fan-in gates, i.e., when they do not sufficiently reduce

the multiplicative depth. For example, the 2
10
-tree aggregator cir-

cuit based on 8-fan-in AND gates has 10× more communication

cost than the one based on 4-fan-in AND gates, while there is no

improvement in running time.

However, we observe that P3 uses less communication with

higher fan-ins. This is because P3 always sends 2 bits per multi-fan-

in AND gates regardless of the fan-in. Therefore, its communication

cost gets lower as the circuit sizes shrink due to replacing lower

fan-in with higher fan-in gates.

Another observation here is that our protocol has the advantage

of being resilient to a lower bandwidth or even a change in band-

width between one party and the others due to its asymmetry. If one

of the parties suffers from a limited bandwidth to the other parties,

we can dynamically assign it the role of P3, i.e., the party with the

lowest communication overhead. As a consequence, our protocol

may maintain its performance in case of bandwidth fluctuations,

particularly if high fan-in AND gates are used. This improves over

Araki et al.’s protocol [1] which would suffer a significant perfor-

mance downgrade under such circumstances. Chaudhari et al. have

already noted this for ASTRA [12] for two-fan-in gates.

5.2 Results for Communication-Efficient
Circuits

We benchmark the latency and communication cost of our depth-

optimized circuits for addition, multiplication and comparison from

Section 4 in our protocol and related work [1, 4]. We take a multi-

step approach. In the first step, we compare common circuits against

our depth-optimized circuits using only 2-fan-in gates in our and

Araki et al.’s protocol (see Table 6). This demonstrates the advan-

tages of our circuits over non-optimized ones on WAN for either

our or Araki et al.’s protocol. Then, in the second step we further

optimize these circuits with multi-fan gates (see Table 7). This

optimization is only possible in our protocol and demonstrates

the advantages of our protocol over Araki et al.’s protocol. The

combination of the two approaches – depth-optimized circuits and

multi-fan-in gates – yield the best results in our protocol and cannot

be matched by Araki et al.’s protocol. In the third step, we compare

this combination in our protocol to the common circuits in Beaver

et al.’s protocol (see Table 8). Beaver et al.’s protocol performs in-

dependent of circuit-depth and best on two-fan-in gates. Hence,

we are comparing the best modes for each protocol and the results

demonstrate the advantages of our protocol. Next to latency, we

also report communication costs (see Tables 9 and 10).

Circuit Work

n = 16 n = 32 n = 64

Sim. WAN Sim. WAN Sim. WAN

RC Adder

[1] 0.906 0.903 1.709 1.678 3.322 3.316

This 0.865 0.507 1.671 0.927 3.281 1.708

Sklansky

[1] 0.352 0.302 0.405 0.401 0.452 0.448

This 0.312 0.196 0.361 0.255 0.412 0.257

Standard

Multiplier

[1] - - 6.494 6.492 9.607 9.608

This - - 6.452 3.243 9.571 4.789

Wallace

[1] 0.906 0.911 1.111 1.059 1.317 1.298

This 0.865 0.512 1.067 0.609 1.272 0.718

Comparator

[1] 0.352 0.351 0.403 0.404 0.453 0.455

This 0.312 0.203 0.362 0.251 0.413 0.248

Table 6: Comparison of online running time (sec) of our pro-
tocol, Araki et al.’s protocol [1] for addition, multiplication
and comparison circuits

We start by analyzing the effect of our protocol when using only

2-fan-in AND gates. Although, Büscher and Katzenbeisser [11] also

build depth-optimized circuits, they only theoretically analyze them

and do not report any experimental results. Table 6 compares the

running time of our protocol against Araki et al.’s protocol [1] for

both vanilla and our optimized versions of adder, multiplier and

comparator circuits. In the simulatedWAN setting, the running time

is consistently improved but very similar. Over the real WAN, we

take advantage of the asymmetry in the communication structure

of our protocol to further reduce the total latency as explained. This

increases the running time gains of our protocol to up to 2× over

Araki et al.’s protocol.

In Table 7, we present the running time of our protocol for the

depth-optimized circuits based on multi-fan-in AND gates. The

results show a pattern consistent with our observations for the

AND-tree aggregators from Section 5.1, e.g., the running time im-

proves as the multiplicative depth of the circuit decreases due to

the use of higher fan-in AND gates.

Next, we compare our protocol against constant-round, garbled

circuit-based protocols. We compare to the semi-honest 3-party

version of the Beaver et al.’s protocol [4], which has comparable

security assumption to our protocol. The inputs are divided into

replicated secret-shares as in Araki et al.’s protocol [1]. Beaver et

al.’s protocol [4] also has a precomputation phase which we do not

report. During the precomputation phase, each party 𝑃𝑖 garbles the

circuit locally. Then, in the online phase, the parties jointly generate

a distributed garbled circuit which they subsequently evaluate to

obtain their output.
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Table 8 summarizes the running time of our protocol and the

online phase of Beaver et al.’s protocol [4] for addition, multiplica-

tion and comparison. We report only the running times for the best

possible circuits for each protocol. In the simulated WAN setting,

Beaver et al.’s protocol [4] has a lower running time for a single

instance of all functions. However, over the real WAN, our protocol

outperforms it in all except the 32-bit addition functionality where

it, however, matches it. We observe that, since the best circuits for

our protocol are based on multi-fan-in AND gates, the reduced

number of communication rounds significantly affects its running

time over WAN. Although Beaver et al.’s protocol [4] has a con-

stant number of rounds, the communication cost of distributing

the garbled circuit dominates the network latency. Table 9 shows

these communication costs for each function in both protocols. Our

protocol has a lower communication cost of 30-420× for 32-bit and

18-120× for 64-bit circuits. The difference in communication costs is

further underpinned by the running time of batches of 100 parallel

instances of the same circuit. In these cases, our protocol is faster

in both simulated and real WAN settings and processes a higher

number of parallel circuits.

Circuit

Fan Sim. WAN (s) WAN (s)

In 16 32 64 128 16 32 64 128

Sklansky

2 0.312 0.362 0.412 0.463 0.196 0.255 0.257 0.310

4 0.211 0.261 0.261 0.312 0.150 0.194 0.201 0.206

8 0.203 0.212 0.213 0.266 0.150 0.152 0.204 0.203

Wallace

2 0.865 1.067 1.272 1.388 0.512 0.609 0.718 0.865

4 0.665 0.767 0.925 1.064 0.411 0.461 0.628 0.641

Comp.

2 0.312 0.362 0.413 0.463 0.203 0.251 0.248 0.316

4 0.211 0.261 0.261 0.313 0.146 0.203 0.202 0.216

8 0.211 0.211 0.212 0.263 0.151 0.154 0.155 0.217

Table 7: Comparison of online running time (sec) of addition,
multiplication and comparison circuits for multiple fan-ins
and input bit-width

Finally, in Table 10, we show the communication cost of our

protocol for running 1000 instances of each circuit in parallel along-

side a breakdown of their numbers of AND gates by fan-in. The

circuits are mostly composed of 2-fan-in and ℓ ≤ 4-fan-in AND

gates. Hence, despite the exponential communication complexity

of multi-fan-in gates in our protocol, the majority of the computa-

tion is performed using AND gates of low fan-in which results in

an overall sub-exponential increase in communication cost when

using our protocol with multi-fan-in gates.

5.3 Results for AES with Optimized S-box
Since the work by Pinkas et al. [44], the running time to evaluate

an AES block cipher has been the common benchmark to measure

the performance of MPC protocols. In privacy-preserving AES, one

party holds the key 𝑘 , another party holds a message𝑚 and the goal

is to learn 𝐴𝐸𝑆𝑘 (𝑚) without revealing any more information about

𝑘 or𝑚. This has many interesting applications in practice including

encrypted databases [9, 34] and secure user authentication [1, 30].

Func. Work

Batch = 1 Batch = 100

Sim. WAN Sim. WAN

32 64 32 64 32 64 32 64

Add.

[4] 0.150 0.150 0.150 0.207 0.583 0.652 1.211 1.37

This 0.212 0.213 0.152 0.204 0.252 0.252 0.252 0.253

Mult.

[4] 0.586 0.639 1.179 1.316 7.493 11.375 20.35 24.64

This 0.767 0.925 0.461 0.628 0.960 1.422 0.727 1.174

Comp.

[4] 0.150 0.199 0.200 0.351 0.651 0.874 1.448 3.279

This 0.211 0.212 0.154 0.155 0.251 0.252 0.251 0.249

Table 8: Comparison of online running time (sec) of our pro-
tocol and Beaver et al.’s protocol [4] for addition, multiplica-
tion and comparison circuits

Function Work n = 32 n = 64

Addition

[4] 38.900 78.300

This 1.325 4.378

Multiplication

[4] 3600.000 4940.000

This 8.533 37.173

Comparison

[4] 87.050 194.100

This 0.584 2.010

Table 9: Comparison of communication cost (KB) of our and
Beaver et al.’s protocol [4] for addition, multiplication and
comparison circuits

C
i
r
c
u
i
t n = 16 n = 32 n = 64

# AND
Comm.

(MB)

# AND
Comm.

(MB)

# AND
Comm.

(MB)

2 4 8 2 4 8 2 4 8

S
k
l
a
n
k
s
y 65 - - 0.056 161 - - 0.094 385 - - 0.182

43 30 - 0.104 107 70 - 0.208 235 198 - 0.504

39 24 24 0.595 87 74 52 1.325 183 190 188 4.378

W
a
l
l
a
c
e

828 - - 0.342 3330 - - 1.282 13098 - - 4.949

718 511 - 1.783 2755 2549 - 8.533 10830 11167 - 37.173

C
o
m
p
. 63 - - 0.056 143 - - 0.089 319 - - 0.161

8 31 - 0.088 32 63 - 0.154 48 159 - 0.342

10 19 8 0.291 12 55 16 0.584 16 95 64 2.010

Table 10: Comparison of communication cost of 1000 in-
stances of addition, multiplication and comparison circuits
formultiple fan-ins and input bit-width. The communication
cost of Araki et al.’s protocol [1] is the same as our protocol
for only 2-fan-in gates.
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The AES block cipher is implemented in multiple sequential

rounds. Each round performs four operations on the input bytes,

namely, SubBytes (S-box), ShiftRows, MixColumn and AddRound-

Key [14]. Huang et al. show that only the S-boxes require non-linear

operations and hence are relevant to the running time of MPC pro-

tocols [26]. Boyar et al. present an optimized circuit of depth 4

and size 34 with only standard 2-fan-in AND gates [8]. Utilizing

the power of 3-fan-in gates, Patra et al. reduce the depth of this

circuit to 3 while keeping the same size [42]. We additionally take

advantage of 4-fan-in gates to build a circuit of depth 2. This comes

at the cost of increasing the size of the circuit to 66 of which 22 are

2-fan-in, 22 are 3-fan-in and 22 are 4-fan-in AND gates.

Param. Work

AES-128 AES-192 AES-256

Sim. WAN Sim. WAN Sim. WAN

Runtime

(sec)

[42] 2.006 2.052 2.408 2.455 2.810 2.856

[1] 1.964 2.071 2.417 2.520 2.720 2.885

[4] 0.651 1.147 0.673 1.120 0.677 1.124

This 1.056 0.655 1.258 0.747 1.458 0.858

Comm

(KB)

[42] 2.64 3.16 3.69

[1] 2.04 2.42 2.85

[4] 11680 13080 16110

This 165.7 198.2 230.8

Table 11: Comparison of online running time and communi-
cation cost of our protocol and [1, 4] for AES. Results of our
protocol and [1, 42] are reported for 100 parallel instances

Table 11 compares the latency and communication cost of our

protocol for this AES circuit to those of related work [1, 4, 42].

ABY2 [42] is a two-party protocol, but we only compare to the

online phase, which does not require public-key cryptographic

operations but only operations on secret shares as our protocol. We

use our new depth-optimized circuit for our protocol and ABY2 [42],

since they both support multi-fan-in gates. We use the circuit by

Boyar et al. [8] (only 2-fan-in gates) for Araki et al.’s [1] and Beaver

et al.’s protocol [4]. Our protocol has a higher communication cost

than related work [1, 42] as it requires an exponential number

of bits in the fan-in. However, in the simulated WAN setting, we

outperform the running time of both, ABY2 [42] and Araki et al.’s

protocol [1] by 1.9× for AES-128. Our running time advantage is

even stronger over WANwhere our protocol improves by 1.8× even

over Beaver et al.’s protocol [4] due to the effects of its asymmetric

communication. We achieve sub-second running time for all the 3

key sizes of AES over the real WAN (Amazon data centers) which

is a first for MPC protocols with the same setting as ours. This

is particularly important in case of streaming encryption, such as

AES-CBC mode.

The other common metric, with which to analyze MPC proto-

cols running AES, is throughput, i.e., the number of AES blocks per

second a protocol can compute. Table 12 compares the amortized

throughput of our protocol to related work [1, 4, 42] in both LAN

and WAN. We use circuits with depth-3 S-boxes built only with

Circuit Work LAN WAN

AES-128

[4] 131.9 3.2

[42] 75 K 4.8 K

[1] 115.5 K 8.2 K

This 111.2 K 18.1 K

AES-192

[4] 119.3 2.4

[42] 62.5 K 4.2 K

[1] 95.5 K 6.8 K

This 91.6 K 14.8 K

AES-256

[4] 89.1 2

[42] 54.2 K 3.6 K

[1] 81.3 K 5.8 K

This 78.4 K 12.2 K

Table 12: Comparison of online throughput of our protocol
and [1, 4] for AES.

3-fan-in gates (no 4 fan-in gates) for our protocol and ABY2 [42]. De-

spite that our new depth-2 S-boxes are shallower, their communica-

tion overhead uses too much bandwidth lowering total (amortized)

throughput.

Araki et al.’s protocol [1] has the highest throughput in LAN.

Our protocol’s throughput is slightly lower, but still competitive

since we require extra branching instructions and PRF invocations

to compute multi-fan-in AND gates. Over WAN, this additional

computation becomes less relevant compared to the network la-

tency such that our protocol improves by 2.2× over Araki et al.’s

protocol [1] and 3.8× over ABY2 [42]. Our protocol has the highest

throughput for all key sizes in WAN. Beaver et al.’s protocol [4]

is not competitive in this throughput benchmark due to its high

communication cost. We, hence, conjecture that it is also not com-

petitive for large and wide circuits.

6 RELATEDWORK
Two-party computation [49, 50] and multi-party computation [6,

22] have been introduced almost 40 years ago and since have been

subject to intense investigation. In 2002 Maurer presented a simple

multi-party computation protocol in the information-theoretic set-

ting using replicated secret shares for educational purposes [37].

Araki et al. [1] improve this protocol by using correlated random-

ness from pseudo-random functions and their resulting protocol

requires only one bit of communication per party for multiplication

in the semi-honest setting which is optimal in the information-

theoretic setting without preprocessing. Follow up work [20] ex-

tends this protocol to be secure against a malicious adversaries

with increased cost of 10 bits per multiplication and an additional

offline phase. Following this work, ABY3 [39] additionally designs

efficient conversions between binary sharing, arithmetic sharing

and Yao sharing and customized building blocks with specific fo-

cus on inference in Machine Learning (ML) models. Also tailored

to ML inference, Chameleon [46] makes use of Du and Atallah’s

protocol [18] with the help a semi-trusted party in the offline phase

which removes the requirement for all the parties to be online

during the protocol execution but their communication cost per
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multiplication is 4 bits. Recently, ASTRA [12] was presented as a

new protocol following the secret sharing scheme by Gordon et

al. [23] that allows for a multiplication protocol with 2 bits of online

communication. It introduces a pre-computation phase, such that

the total communication cost (pre-computation plus online) equals

that of Araki et al. [1]. Similar to Chameleon, only two parties have

to participate during the online phase. This allows for an improve-

ment in the running time of the protocol where each round takes

the minimum latency among each pair of parties as opposed to

the maximum in Araki et al.’s protocol [1]. Our protocol shares the

same property with ASTRA, however, no preprocessing is needed

in our protocol. Since there is no public implementation for ASTRA,

we can not replicate their results. We expect the running time of

ASTRA be on the same order of our protocol on circuits using only

2-fan-in gates since the communication structure of both protocols

is essentially the same.

Most multi-party protocols require a number of communication

rounds linear in the multiplicative depth of the circuit they com-

pute. An exception are constant-round protocols based on Beaver

et al.’s technique [4]. Beaver et al.’s original construction had a

communication complexity cubic in the number of parties. Recent

improvement [5, 35, 36] have communication complexity quadratic

in the number of parties. However, these protocols are practically

even less efficient for current circuit sizes due to their use of com-

plex cryptography. Hence, we compare our protocol to a modified

version of Beaver et al.’s original technique based on replicated se-

cret sharing [31] and show that our protocol offers better efficiency

over simulated and real WANs despite higher round complexity.

Araki et al.’s protocol and ASTRA offer near-optimal efficiency.

However, their security may be criticized, because they operate in

the semi-honest model. Chaudhari et al. present a version secure

against malicious adversaries in the same publication [12]; Araki et

al. [20] offer a separate version. There exist protocols with further

efficiency improvements in the malicious model; some are three-

party protocols [33, 43] and some are four party protocols [10, 13,

15]. Securing our protocol against malicious adversaries is future

work.

To speed-up the online phase, Dessouky et al. [17] introduced

two different 2-party semi-honest protocols that use multi-input

lookup tables (LUT) rather than 2-input gates to reduce the number

of communication rounds for binary circuits. The best proposed

constructions for AES S-box needs 795 bytes of communication in 3

rounds and 257 bytes of communication in 1 round for both versions

of their protocols, respectively. In comparison, our protocol only

requires 130 bits of communication in 3 rounds which is further

distributed among 3 parties. In another work, Rotaru et al. [30]

extends the support for lookup tables to the multi-party setting

with malicious security. By operating over binary finite fields, they

improve the online communication cost of AES S-box to 48 bits

in 1 round in the semi-honest 3-party case instantiated with the

field F
2
8 . However, unlike our protocol, this requires a resource-

intensive offline phase with a throughput of < 1 blocks per second

which hinders the applicability of the protocol in settings where pre-

processing is infeasible or unwanted such as ad-hoc computations.

In addition, each evaluation round involves two-way communi-

cation between all pair of parties in contrast to our protocol. In fact,

considering the real WAN setup in Section 5.3, it takes 75 ms to pro-

cess a single round in Rotaru et al.’s protocol whereas ours is only

25 ms. Therefore, despite the fact that our AES S-box has 3× the

number of communication rounds, the overall latency is effectively

the same for both protocols in this environment. This applies to

many computations over many WAN due to the difference between

the maximum and minimum round trip time among the parties.

We remark though that the [30] is secure in a dis-honest majority

setting while our protocol works for honest-majority.

In a similar direction to ours, both Ohata et al. [41] and ABY2 [42]

introduced 2-party protocols for multi-fan-in multiplication in the

semi-honest model. Ohata et al. [41] modify the precomputation

of Beaver multiplication triples [3] to support multi-fan-in gates.

The online communication cost of this approach grows linearly

with the fan-in of the multiplication. Using a new sharing scheme,

the ABY2 [42] protocol requires a constant communication of just

2 bits for arbitrary fan-in multiplications. On the downside, both

protocols suffer from function-dependent preprocessing with com-

putation and communication costs that scale exponentially with

the multiplication fan-in.

7 CONCLUSION
In this work, we present a new honest-majority 3-party compu-

tation protocol secure against semi-honest adversaries. We show

that our protocol maintains the near-optimal communication com-

plexity to compute 2-fan-in AND gates while it is also capable of

evaluating multi-fan-in AND gates in a single round of communi-

cation. Yet, it does not require any preprocessing. We build new

depth-optimized circuits for basic operations such as addition, mul-

tiplication and comparison by taking advantage of multi-fan-in

AND gates. We demonstrate the performance gains of our pro-

tocol for these circuits by extensive experiments. For a common

benchmark, we use the AES circuit that we further optimize with

multi-fan-in AND gates. Our protocol achieves a 2-4× improvement

for both latency and throughput over state-of-the-art protocols in

the WAN environment.

We point out a few open problems to explore in future work.

First, with the increasing demand for privacy-preserving Machine

Learning (PPML), it is interesting to analyze the efficiency of our

protocol in these applications. Second, our protocol is secure for

an honest-majority in the semi-honest model. Achieving security

against other adversary structures with malicious or covert partic-

ipants is future work. The last but not the least open problem is

expanding our techniques to compute multi-fan-in AND gates in a

single communication round for the general 𝑛-party setting.
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