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Abstract
Gene Multiple Sequence Alignment is crucial for genomic data
analysis, forming the basis for studying its biological significance.
The digitization of genomic data allows collaborative analysis on
cloud platforms, improving the efficiency and precision of genomic
research. However, gene sequences contain sensitive information,
posing a risk of privacy leakage with unauthorized access. Balanc-
ing privacy, accuracy, and efficiency in multiple sequence alignment
for long gene sequences remains a challenge. In this paper, we pro-
pose a distributed privacy-preserving multiple sequence alignment
scheme for long sequences based on secure multi-party computa-
tion. Our scheme includes a method for segmenting long sequences
to achieve partially distributed computing and a privacy-preserving
method for calculating edit distance among subsequences using
secret sharing. The scheme consists of a distributed computing
phase and an aggregate computing phase, optimizing efficiency by
dropping repeated subsequences alignment. Our proposed scheme
achieves accurate and efficient privacy-preserving alignment for
long gene sequences.

Keywords
Multiple Sequence Alignment, Secure Multi-Party Computation,
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1 Introduction
With the advancements in gene sequencing technology and the
adoption of digital storage for gene sequences, the utilization of
genomic data has become widespread across various domains, in-
cluding scientific research, disease treatment, legal forensics, and
drug research and development [27]. Consequently, there has been
a notable escalation in the volume of genomic data, driven by the
enthusiastic pursuit of genomic information by researchers. To
improve the effectiveness of gene sequence analysis, collaborative
analysis of gene sequences is commonly performed among different
institutions. In particular, multiple sequence alignment (MSA) of
gene sequences from different data sets holds a significant role in
comparative genomic research, which is a fundamental tool in the
domain of computational biology [50]. MSA enables researchers to
identify commonalities and differences between gene sequences,
allowing for the prediction of molecular structure and function,
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as well as the construction of phylogenetic trees. By performing
MSA between diverse gene data sets, researchers gain valuable
insights into the evolutionary relationships and functional associa-
tions among different organisms or individuals [6]. Gene sequences
encompass a substantial amount of sensitive personal information,
particularly the extended gene sequence data, which can uniquely
identify individuals through the information on mutation sites
within the long gene sequence. This disclosure of personal informa-
tion may include details concerning heredity, diseases, and kinship,
thereby posing a risk to the privacy of individuals. Furthermore, the
interrelated nature of gene sequences means that the disclosure of
personal information may also result in the exposure of sensitive in-
formation pertaining to relatives or ethnic groups, leading to severe
consequences. Importantly, gene sequences are inherently stable,
meaning that if sensitive information within the gene sequence
data is leaked, the associated risks persist throughout a personal
entire lifespan.

Simultaneously, the progress of technology and digitalization
has engendered more accessible methods for individuals to acquire
gene sequencing information. The internet platform provides a
convenient avenue for obtaining gene sequences, which, in turn,
contain a substantial amount of privacy information pertaining to
the data providers. Researchers have proposed various techniques
to get sensitive information from gene sequences, including indi-
vidual identification [16, 25, 42, 52], linkage attack [12, 24, 30, 32],
genotype inference [2, 8, 11, 31], and Bayesian inference [38, 45, 49].
These attacks on gene sequences can extract private information
about data providers from publicly available genomic data and sub-
sequently trace them back to their actual identities. In 2013, Gymrek
et al. [11] showed that by analyzing short tandem repeats on the Y
chromosome and querying the pedigree database, their last names
can be recovered from the personal gene. In 2017, Lippert et al.
[26] proposed a method of phenotypic prediction. This prediction
can match phenotypic data with individual-level genotype data ob-
tained from Whole Gene Sequencing (WGS). In 2018, Deznabi et al.
[8] used the observable Markov model and the haplotype recombi-
nation model to perform inference attacks on genomic data shared
on public platforms. In 2019, Zhang et al. [49] proposed a scheme
that utilizes GWAS statistics to infer private information about
individuals, employing a Bayesian network construction method
and addressing inference problems related to trait and genotype
inference. In 2020, Her et al. [14] proposed an inference attack algo-
rithm based on belief propagation in factor graphs to predict target
genotypes in GWAS.

As we know, genomic data is not only related to personal privacy
information but also related to the interdependent privacy [4] of
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relatives, countries, and even ethnic groups. Numerous researchers
have employed cryptographic techniques, such as homomorphic
encryption [9, 13, 18, 41], garbled circuit [20, 43], blockchain [22, 23,
47], and secure multiparty computation [1, 36, 39, 44], to address
the privacy concerns associated with genomic data privacy. Privacy-
preserving gene sequence alignment based on SMPC emerges as
a crucial research direction among various privacy protection ap-
proaches for genomic data. In 2015, Wang et al. [44] proposed a
highly efficient and precise edit distance protocol based secure
SPQ(SPQ: Similar Patient Query) primitive, that enables privacy-
preserving search in large-scale distributed genomic databases. In
2018, Asharov et al. [1] proposed an efficient and secure compu-
tation approach for a SPQ problem, combining an approximation
method with optimized two-party protocols. Shen et al. [40] pro-
posed an efficient and privacy-preserving set intersection(PSI) pro-
tocol for human genes, ensuring safe paternity and ancestry test-
ing. In 2021, Schneider et al. [39] proposed EPISODE, an efficient
privacy-preserving protocol by homomorphic encryption(HE) that
enables the identification of genetically similar individuals in an out-
sourced genomic database. In 2022, Nakagawa et al. [34] proposed a
technique that utilizes FM-index for secure gene substring matches
in databases and improving efficiency compared to non-indexed
approaches.

As shown in Tab. 1, researchers have done a lot of outstanding
work on gene sequence privacy-preserving alignment and consid-
ered diverse scenarios such as similar patient queries, large-scale
database queries, and outsourced database queries. However, those
schemes typically involve approximate calculations for pairwise
alignment or substring alignment and the security aspect of MSA
has been overlooked. In particular, the single gene sequences in-
volved in MSA are frequently longer than 1,0000 base pairs, contain-
ing more individual information than in normal pairwise alignment
[33]. The increased length and multiple numbers of gene sequences
make ensuring data privacy while performing MSA more difficult.
Given the significant research implications of MSA and the prac-
tical importance of collaborative analysis, this paper proposes a
privacy-preserving multiple sequence alignment scheme designed
specifically for long gene sequences to address this challenge.

The main contributions of this paper are summarized as follows.

• We design the first privacy-preserving multiple sequence
alignment scheme for long gene sequence. Our scheme real-
ized efficient and accurate MSA for over 10000 bps length
gene sequences and achieve data privacy query privacy and
output privacy.

• We provide a segmentation method for long gene sequence.
This segmentation method can achieve efficient accurate
MSA by combination of distributed computing and aggregate
computing accurate to reduce redundant calculations.

• Wedesign a privacy-preservingmethod forMSA. Thismethod
achieve privacy-preserving MSA for long gene sequence
based on the segmentation method and improves the effi-
ciency of alignment by optimizing the selection of different
secret sharing methods of ABY.

This paper is structured as follows. In Section II, we introduce
the related concepts, including gene sequence alignment and se-
cure multi-party Computation. Section III focuses on the overview

of the privacy-preserving long unequal-length gene multiple se-
quence alignment , Section IV descibes segmenting method for
distributed computing and Section V descibes privacy-preserving
MSA method for aggregate computing based on ABY. Section VI
focuses on scheme analysis and Section VII includes the result of
our experiment and discussions. Section VIII is our conclusion.

2 Preliminaries
We introduce some preliminaries for a better understanding of our
scheme, including the gene sequence alignment and ABY frame-
work.

2.1 Gene Sequence Alignment
DNA sequence consists of four bases: A (Adenine, A), T (Thymine,
T), C (Cytosine, C), and G (Guanine, G), and is the carrier of bio-
logical genetic characteristics. Gene sequence alignment involves
comparing the DNA base composition of two sequences to calcu-
late their differences, aiming to identify highly similar gene subse-
quences, known as homologous sequences, among different gene
sequences.

2.1.1 Gene Pairwise Sequence Alignment. Pairwise sequence align-
ment refers to the alignment of two sequences to find their similarity
relationship. When pairwise sequence alignment is required, edit
distance and scoring rules are used to determine the similarity of
two gene sequences. When there are two different DNA chains,
through some operations, the two DNA chains can become the
same. The cost in this process is called edit distance, also called
Levenshtein distance [15]. These operations on bases are divided
into three types:

Ins: Insert one or more bases in the sequence.
Del: Delete one or more bases from the sequence.
Rep: Replace one base in the sequence with another base.
It is usually stipulated that the cost of each operation is 1, then

the scoring rules are determined, so the edit distance between two
gene sequences is the result of gene sequence alignment. Assum-
ing that there are two gene sequences 𝛼 = (𝛼 [1], 𝛼 [2], ..., 𝛼 [𝑚])
and 𝛽 = (𝛽 [1], 𝛽 [2], ...𝛽 [𝑛]), we will calculate the edit distance be-
tween the two sequences, i.e., the minimum cost required to change
the gene sequence 𝛼 to 𝛽 , which is set as 𝐷𝑖 𝑗 . According to the
three operations defined before, the following operations can be
performed.

Ins or Del 𝛼 [𝑖]: 𝐷𝑖 𝑗 = 𝐷 (𝑖−1) 𝑗 + 1.
Ins or Del 𝛽 [ 𝑗]: 𝐷𝑖 𝑗 = 𝐷𝑖 ( 𝑗−1) + 1.
Rep 𝛼 [𝑖] or 𝛽 [ 𝑗]: 𝐷𝑖 𝑗 = 𝐷 (𝑖−1) ( 𝑗−1) + 𝑡, 𝑡 ∈ {0, 1}.
If 𝛼 [𝑖] = 𝛽 [ 𝑗], then 𝑡 = 1, otherwise 𝑡 = 0.
So the formula for calculating edit distance is

𝐷𝑖 𝑗 =𝑚𝑖𝑛[𝐷 (𝑖−1) 𝑗 + 1, 𝐷𝑖 ( 𝑗−1) + 1, 𝐷 (𝑖−1) ( 𝑗−1) + 𝑡] (1)

2.1.2 Gene Multiple Sequence Alignment. Multiple sequence align-
ment is the generalization of pairwise sequence alignment. MSA
aligns two or more gene sequences, comparing the similarities and
differences of their bases column by column, and finds the oper-
ations method that makes each gene sequence as consistent as
possible, so as to find their common structural features. MSA is
mainly used for molecular evolution relationships, predicting the
secondary structure and tertiary structure of proteins, estimating
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Table 1: Related Researchs on Privacy-preserving Gene Sequence Alignment

Reference Function Methods MSA Years

[44] Precise gene edit distance alignment for secure SPQ GC × 2015
[1] Efficient approximate edit distance alignment method for secure SPQ Secure two-party protocol × 2018
[39] Secure gene sequence alignment for outsourced genomic database HE × 2021
[34] Secure gene substring matches in large databases Secret Sharing × 2022
Our Privacy-preserving MSA for long gene sequences ABY ✓ −

the total number of protein folding types, gene sequence analysis,
etc.

Compared with pairwise sequence alignment, MSA can not only
discover the connection between the two species but also build
the connections between multiple species, which helps a lot in
researching the origin and evolution of creatures. Besides, MSA
can improve the accuracy of the alignment by eliminating the acci-
dental effect of individual variation. MSA algorithm can be divided
into progressive approach, iterative approach, centre star approach,
heuristics, machine learning, and divide-and-conquer [51]. An MSA
approach conducts three steps:
Step 1 Finding a sequence to be the basic sequence.
Step 2 Conducting the pairwise sequence alignment between other

sequences and the basic sequence and constructing the dis-
tance matrix.

Step 3 According to the distance matrix from Step 2, construct the
guide tree or find the center sequence to conduct multiple
alignments.

2.2 ABY Framework
ABY is a SMPC mixed-protocol framework, it supports three dif-
ferent types of sharing (arithmetic sharing, Boolean sharing, and
Yao sharing) and provides efficient conversions between them[7],
as shown in Fig. 1.

Arithmetic

Ciphertext

Boolean YaoY2B

B2Y

Arithmetic

Ciphertext

Boolean YaoY2B

B2Y

Figure 1: ABY Framework

2.2.1 Arithmetic Sharing. Arithmetic sharing protocol based on
Beaver’s multiplication triples [3]. For a value 𝑥 with the length of
𝑙 bits , it can be decomposed into the sum of two values by additive
secret sharing on 𝑍2𝑙 , which represents integers modulo 2𝑙 .

𝑆𝑒𝑔 By using additive secret sharing, the secret value ⟨𝑥⟩𝐴 is
split into two values in the space 𝑍2𝑙 . ⟨𝑥⟩𝐴0 + ⟨𝑥⟩𝐴1 ≡ 𝑥𝑚𝑜𝑑2𝑙 ,
which ⟨𝑥⟩𝐴0 , ⟨𝑥⟩𝐴1 ∈ 𝑍2𝑙 .

𝑆ℎ𝑟 𝑆ℎ𝑟𝐴𝑖 (𝑥): Participant 𝑃𝑖 chooses a random number 𝑟 ∈𝑅 𝑍2𝑙 ,
set ⟨𝑥⟩𝐴𝑖 = 𝑥 − 𝑟 and sent 𝑟 to participant 𝑃1−𝑖 , who sets
⟨𝑥⟩𝐴1−𝑖 = 𝑟 .

𝑅𝑒𝑐 𝑅𝑒𝑐𝐴𝑖 (𝑥): 𝑃1−𝑖 sends its shares ⟨𝑥⟩
𝐴
1−𝑖 = 𝑟 to 𝑃𝑖 for recon-

structing 𝑥 = ⟨𝑥⟩𝐴1 + ⟨𝑥⟩𝐴2 .
𝐴𝑑𝑑 ⟨𝑧⟩𝐴 = ⟨𝑥⟩𝐴+⟨𝑦⟩𝐴: The addition can be performed directly

locally.𝑃𝑖 calculates ⟨𝑧⟩𝐴𝑖 = ⟨𝑥⟩𝐴𝑖 + ⟨𝑦⟩𝐴𝑖 𝑚𝑜𝑑2𝑙

𝑀𝑢𝑙 ⟨𝑧⟩𝐴 = ⟨𝑥⟩𝐴 · ⟨𝑦⟩𝐴: Multiplication requires the additive
shaing of Beaver’s multiplication triples 𝑐 = 𝑎𝑏 and needs
online calulation. Firstly, 𝑃𝑖 calculates ⟨𝑒⟩𝐴𝑖 = ⟨𝑥⟩𝐴𝑖 − ⟨𝑎⟩𝐴𝑖
and ⟨𝑓 ⟩𝐴𝑖 = ⟨𝑦⟩𝐴𝑖 − ⟨𝑏⟩𝐴𝑖 . Secondly, ⟨𝑒⟩𝐴𝑖 & ⟨𝑓 ⟩𝐴𝑖 exchange
online between 𝑃𝑖 . Performing 𝑅𝑒𝑐𝐴 (𝑒), 𝑅𝑒𝑐𝐴 (𝑓 ) to get 𝑒 , 𝑓 .
Finally, 𝑃𝑖 calculates ⟨𝑧⟩𝐴𝑖 = 𝑖 ·𝑒 · 𝑓 + 𝑓 · ⟨𝑎⟩𝐴𝑖 +𝑒 · ⟨𝑏⟩𝐴𝑖 + ⟨𝑐⟩𝐴𝑖 .

2.2.2 Boolean Sharing. Boolean sharing uses bitwise 𝑋𝑂𝑅 oper-
ations to share variables, and evaluates functions expressed as
Boolean circuits based on Goldreich-MicaliWigderson (GMW) pro-
tocol [10].

𝑆𝑒𝑔 A bit ⟨𝑥⟩𝐵 is shared based Boolean secret sharing between
two participants, such as ⟨𝑥⟩𝐵0 +⟨𝑥⟩𝐵1 = 𝑥 , which ⟨𝑥⟩𝐵0 , ⟨𝑥⟩𝐵1 ∈
𝑍2.

𝑆ℎ𝑟 𝑆ℎ𝑟𝐵𝑖 (𝑥): Participant 𝑃𝑖 chooses a random number 𝑟 ∈𝑅
{0, 1}, set ⟨𝑥⟩𝐵𝑖 = 𝑥 ⊕ 𝑟 and sent 𝑟 to participant 𝑃1−𝑖 , who
sets ⟨𝑥⟩𝐵1−𝑖 = 𝑟 .

𝑅𝑒𝑐 𝑅𝑒𝑐𝐵𝑖 (𝑥): 𝑃1−𝑖 sends its shares ⟨𝑥⟩𝐵1−𝑖 = 𝑟 to 𝑃𝑖 for recon-
structing 𝑥 = ⟨𝑥⟩𝐵0 ⊕ ⟨𝑥⟩𝐵1 .

𝑋𝑜𝑟 ⟨𝑧⟩𝐵 = ⟨𝑥⟩𝐵⊕⟨𝑦⟩𝐵 : 𝑃𝑖 locally calculates ⟨𝑧⟩𝐵𝑖 = ⟨𝑥⟩𝐵𝑖 ⊕⟨𝑦⟩𝐵𝑖
𝐴𝑑𝑑 ⟨𝑧⟩𝐵 = ⟨𝑥⟩𝐵 ∧ ⟨𝑦⟩𝐵 : Addition requires a pre-computed

Boolean multiplication triples ⟨𝑐⟩𝐵 = ⟨𝑎⟩𝐵 ∧ ⟨𝑏⟩𝐵 and needs
online calulation. Firstly, 𝑃𝑖 calculates ⟨𝑒⟩𝐵𝑖 = ⟨𝑥⟩𝐵𝑖 ⊕⟨𝑎⟩𝐵𝑖 and
⟨𝑓 ⟩𝐵𝑖 = ⟨𝑦⟩𝐵𝑖 ⊕ ⟨𝑏⟩𝐵𝑖 . Secondly, ⟨𝑒⟩𝐵𝑖 &⟨𝑓 ⟩𝐵𝑖 exchange online
between 𝑃𝑖 . Performing 𝑅𝑒𝑐𝐵 (𝑒), 𝑅𝑒𝑐𝐵 (𝑓 ) to get 𝑒 , 𝑓 . Finally,
𝑃𝑖 calculates ⟨𝑧⟩𝐵𝑖 = 𝑖 · 𝑒 · 𝑓 ⊕ 𝑓 · ⟨𝑎⟩𝐵𝑖 ⊕ 𝑒 · ⟨𝑏⟩𝐵𝑖 ⊕ ⟨𝑐⟩𝐵𝑖 .

𝑀𝑢𝑙 Boolean Sharing can calculate the 𝑀𝑢𝑙 gate, which is
𝑀𝑢𝑙𝐵 (𝑥,𝑦, 𝑏). If𝑏 = 0,𝑀𝑢𝑙𝐵 (𝑥,𝑦, 𝑏) = 𝑥 , else𝑀𝑢𝑙𝐵 (𝑥,𝑦, 𝑏) =
𝑦.

2.2.3 Yao Sharing. Yao sharing is based on Yao’s garbled circuit
protocol for secure two-party computation [46], the garbler party
encrypts a Boolean function to a garbled circuit, which is evaluated
by the evaluator party. The garbler 𝑃0 randomly chooses a global
𝑘-bit string 𝑅 with 𝑅 [0] = 1. For each wire 𝜔 , the wire keys consist
of 𝑘0𝑤 ∈𝑅 {0, 1}𝑘 and 𝑘1𝑤 = 𝑘0𝑤 ⊕ 𝑅.

𝑆𝑒𝑔 A bit ⟨𝑥⟩𝑌 is shared based Yao sharing between two partic-
ipants as ⟨𝑥⟩𝑌0 = 𝑘0, and ⟨𝑥⟩𝑌1 = 𝑘𝑥 = 𝑘0 ⊕ 𝑥𝑅.
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𝑆ℎ𝑟 𝑆ℎ𝑟𝑌0 (𝑥): Participant 𝑃0 samples ⟨𝑥⟩𝑌0 = 𝑘0 ∈𝑅 {0, 1}𝑘 , and
send ⟨𝑥⟩𝑌1 = 𝑘𝑥 = 𝑘0 ⊕ 𝑥𝑅 to participant 𝑃1. 𝑆ℎ𝑟𝑌1 (𝑥): both
participants perform 𝐶 − 𝑂𝑇 1

𝑘
where 𝑃0 acts as a sender,

inputs the correlation function 𝑓𝑅 (𝑥) = (𝑥 ⊕ 𝑅) and obtains
(𝑘0, 𝑘1 = 𝑘0 ⊕ 𝑅) with 𝑘0 ∈𝑅 {0, 1}𝑘 and 𝑃1 acts as receiver
with choice bit x and obliviously obtains ⟨𝑥⟩𝑌1 = 𝑘𝑥 .

𝑅𝑒𝑐 𝑅𝑒𝑐𝑌𝑖 (𝑥): 𝑃1−𝑖 sends its permutation bit 𝜋 = ⟨𝑥⟩𝑌1−𝑖 [0] to
𝑃𝑖 for reconstructing 𝑥 = 𝜋 ⊕ ⟨𝑥⟩𝑌𝑖 [0] .

𝑋𝑜𝑟 ⟨𝑧⟩𝑌 = ⟨𝑥⟩𝑌 ⊕ ⟨𝑦⟩𝑌 : By using the free-XOR [21] technique
for evaluating, 𝑃𝑖 locally calculates ⟨𝑧⟩𝑌𝑖 = ⟨𝑥⟩𝑌𝑖 ⊕ ⟨𝑦⟩𝑌𝑖

𝐴𝑛𝑑 ⟨𝑧⟩𝑌 = ⟨𝑥⟩𝑌 ∧ ⟨𝑦⟩𝑌 : 𝑃0 creates a garbled table using
𝐺𝑏 ⟨𝑧⟩𝑌0

(⟨𝑥⟩𝑌0 , ⟨𝑦⟩𝑌0 ), where𝐺𝑏 is a garbling function. 𝑃0 sends
the garbled table to 𝑃1, who decrypts it using the keys ⟨𝑥⟩𝑌1
and ⟨𝑦⟩𝑌1 Secondly, ⟨𝑒⟩𝐵𝑖 &⟨𝑓 ⟩𝐵𝑖 exchange online between 𝑃𝑖 .
Performing 𝑅𝑒𝑐𝐵 (𝑒), 𝑅𝑒𝑐𝐵 (𝑓 ) to get 𝑒 , 𝑓 . Finally, 𝑃𝑖 calcu-
lates ⟨𝑧⟩𝐵𝑖 = 𝑖 · 𝑒 · 𝑓 ⊕ 𝑓 · ⟨𝑎⟩𝐵𝑖 ⊕ 𝑒 · ⟨𝑏⟩𝐵𝑖 ⊕ ⟨𝑐⟩𝐵𝑖 .

3 Privacy-preserving MSA Scheme
Multiple gene data sets want to share data on a cloud platform
server for multiple sequence alignment joint analysis. To protect
the data privacy of the gene data sets, we propose a scheme on
this scene to keep data ciphertext during online computing. In this
section, we will describe the framework of this scheme, clarify
the meaning of the terminologies and notations, and clarify the
operations flow of our scheme.

3.1 Scheme Framework Description
Multiple gene data sets want to share data on a cloud platform
server for multiple sequence alignment joint analysis. The data
must be ciphertext during aggregate computing to achieve privacy-
preserving MSA. For privacy-preserving calculation, the data is
stored in a cloud server and calculated by two independent nodes
A and B through secret sharing, assuming no collusion. Nodes
A and B are honest but curious participants, which means they
will follow the protocol’s flow to complete the task, do not launch
active attacks, but remain curious about each other’s input data.
Our scheme can achieve accurate multiple sequence alignment for
long gene sequences on cloud servers. The scheme will not disclose
the private information of both gene data sets in the process. Based
on ABY secret sharing methods, the scheme realizes the distributed
privacy-preserving MSA between the gene data sets. The system
model is shown in Fig. 2. Different gene data sets are allocated for
distributed computing as child nodes, and A B on the cloud server
are tasked with aggregate computing as master nodes.

3.2 Terminology and Notation Description
To better describe the scheme, we first clarify the terminologies
and notations in Tab. 2.

3.3 Scheme Flow Description
Our privacy-preserving MSA scheme is divided into two phases:
the distributed computing phase, which performs our segment-
ing method for long gene sequences in plaintext at child nodes,
and the aggregate computing phase, which performs our privacy-
preserving MSA method on ciphertexts between two master nodes.
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Figure 2: Distributed Privacy-preserving MSA System Model

The distributed computing phase includes subsequence segmenting,
local common subsequence establishing, and seed sequence chain-
ing to segment the long gene sequences. The aggregate computing
phase includes common subsequences searching and extension se-
quence scoring to achieve privacy-preserving multiple sequences
alignment. After the distributed calculating and the aggregate com-
puting, the master nodes will send the result in ciphertext to both
child nodes, and then all the gene data sets will get the results. The
operations flow of our scheme is shown in Fig. 3.
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Figure 3: Operation Flowchart of Scheme

According to our scheme operation flow in Fig. 3, the operation
and communication steps of our scheme between child nodes and
master nodes is shown in Fig. 4. Assuming that a child node C
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Table 2: Terminology Statement

Terminology Notation Explanation

gene sequence 𝑆 𝑆 refers to any gene sequence in a data set.
window size 𝑘 𝑘 refers to the window size used to segment gene sequence into some continuous overlapping

subsequences.
subsequence / The continuous segments of one gene sequence with length 𝑘 .
local common subsequence / The common subsequences of all local gene sequences at one node with length 𝑘 .
common subsequence / The common subsequences of all gene sequences in all child nodes with length 𝑘 .
seed sequence / The subsequences obtained by chaining the contiguous common subsequences and removing

the overlap. Their length is greater than or equal to 𝑘 .
extension subsequence 𝑒𝑠 The subsequences of a long sequence that needs to be calculated after cutting the seed

sequence.
hash value 𝐻𝑠𝑢𝑏 𝐻𝑠𝑢𝑏 denotes the hash of any subsequence, 𝐻𝑠𝑢𝑏 = 𝐻 (𝑠𝑢𝑏𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒) .
hash list 𝑆𝐻 𝑆𝐻 denotes the hash list of long sequence 𝑆 including each 𝐻𝑠𝑢𝑏 of all subsequences of 𝑆 .
/ 𝐴𝑛𝑐𝑃𝑜𝑠 𝐴𝑛𝑐𝑃𝑜𝑠 records the hash value of common subsequences and its postion in each long sequence.

𝐴𝑛𝑐𝑃𝑜𝑠 = (𝑝𝑜𝑠0, ...𝑝𝑜𝑠𝑁 , ℎ𝑎𝑠ℎ_𝑣𝑎𝑙𝑢𝑒𝑠)
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Figure 4: Computional Process Between Nodes

wants to perform MSA with other child nodes by the master nodes
A and B, those nodes need to perform the following steps:

Step 1 C finds the shortest sequence in the local data set, performs
subsequence segmenting in Section 4.1, and does the local
common searching in Section 4.2 to find local common sub-
sequences. Then C performs secret sharing on local common
subsequences, and uploads share separately to master nodes
A and B.

Step 2 A and B perform the common subsequence searching(CSS)
in Section 5.2 to the shares received from C to get the share

of the common subsequences and distribute it to the child
nodes.

Step 3 After receiving the share of the common subsequence fromA
and B, C recovers the plaintext of the common subsequence
by the shares and performs seed sequence chaining in Section
4.3 to get the seed sequences of this MSA. C removes the
seed sequence from all the long sequences and obtains the
extended subsequences that need to be calculated. Then
C performs secret sharing on extended subsequences and
uploads share separately to A and B.

Step 4 A and B perform the extension sequence scoring(ESS) in
Section 5.3 to obtain the editing distance of these sequences
in the form of secret sharing.

Step 5 A and B send the shares of the result to C to construct the
MSA result.

As mentioned in Section 2.1, a basic MSA approach has three
steps. Our scheme mainly performs Step 2 in a basic MSA approach
distributed without information leakage. Steps 1 and 2 can be per-
formed by C locally with the distance matrix to get the MSA result.
In the following sections, we will describe how to implement the
privacy-preserving MSA scheme in detail, including the segment-
ing method for distributed computing and the privacy-preserving
MSA method for aggregate computing.

4 Segmenting Method For Distributed
Computing

In order to facilitate the distributed computing of MSA, we design
a segmenting method for long gene sequences, aiming to minimize
the number of bases involved in aggregate computations and en-
hance the practicality of privacy-preserving MSA. Based on the
low entropy characteristics of gene sequences, our segmentation
method primarily involves dividing the long gene sequence into
equidistant subsequences, finding local common subsequences at
each children node, and seed sequence chaining based on the com-
mon subsequences returned by the master nodes. The child nodes
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will obtain a set of common subsequences across all data sets. After
the seed sequence chaining, the children nodes will get the seed
sequences for all long sequences. Subsequently, the seed sequences
are concatenated to serve as the basis for segmenting and align-
ing the long gene sequences during MSA. Our method is executed
through a three-step process as follows.

4.1 Subsequence Segmenting
Gene data sets want to do MSA between each other without infor-
mation leakage, which requires preprocessing gene sequences to
make the data easier to privacy-preserving alignment and reduce
the time-consuming. The gene sequence segmenting method aims
to segment long gene sequences into short equal subsequences for
establishing local common subsequences at the distributed comput-
ing phase and searching common subsequences at the aggregate
computing phase. Our method can be divided into two parts: divid-
ing the long gene sequence into short subsequences and encoding
the subsequences.

A gene data set 𝐷 = {𝑆0, 𝑆1, ..., 𝑆𝑛} has several long gene se-
quences. Each long sequence 𝑆 is divided into overlapping mul-
tiple subsequences of length 𝑘 , denoting as {𝑠0, 𝑠1, ..., 𝑠𝑚−1,𝑚 =

𝑙𝑒𝑛𝑔𝑡ℎ(𝑆) −𝑘 + 1}, and the subsequences are encoded to get a hash
of 𝑆 . The encoding method is described in the following.

The four types of bases 𝐴,𝑇 ,𝐶,𝐺 that make up the gene se-
quence are encoded as ℎ(𝐴) = 0, ℎ(𝑇 ) = 1, ℎ(𝐶) = 2, ℎ(𝐺) = 3. So
the hash value of a subsequence is calculated as 𝐻𝑠𝑢𝑏 = 𝐻 (ℎ𝑖 ) =
𝐻 (ℎ0 | |ℎ1 | |...| |ℎ𝑘−1), where 𝐻 (•) denotes hash operation and ℎ𝑖 ∈
{ℎ(𝐴) = 0, ℎ(𝑇 ) = 1, ℎ(𝐶) = 2, ℎ(𝐺) = 3}. Then each long sequence
𝑆 can be encoded as a hash list that can not be reconstructed as
𝑆𝐻 = [𝐻0, 𝐻1, ..., 𝐻𝑚−1].

To reduce the computational complexity, we use the sliding
convolution window with size 𝑘 and step length 1 to segment long
gene sequences. And we also design an algorithm to calculate the
hash table of the 𝑆 , which is described in Alg. 1.

Algorithm 1 Sliding convolution algorithm for calculating hash
table
Require: 𝑆 , 𝑘
Ensure: 𝑆𝐻

𝑠𝑢𝑏_𝑠𝑒𝑞 = 𝑆 [0 : 𝑘];
𝑆𝐻 [] = [];

for (𝑖 = 0; 𝑖 < (𝑙𝑒𝑛(𝑆) − 𝑘); 𝑖 + +);
𝑠𝑢𝑏_𝑠𝑒𝑞 = 𝑆 [𝑖 : 𝑖 + 𝑘];
ℎ = ℎ𝑎𝑠ℎ(𝑠𝑢𝑏_𝑠𝑒𝑞);
𝑆𝐻 .𝑎𝑝𝑝𝑒𝑛𝑑 [ℎ];

Output the hash table 𝑆𝐻 .

In Alg. 1, we adopt sliding window to calculate the hash value.
After gene sequence segmenting, each long gene sequence can be
converted into a hash list 𝑆𝐻 . The elements in this hash list are the
hash of basic subsequences, and the local common subsequences
can be determined by aligning 𝑆𝐻 .

4.2 Local Common Subsequence Searching
Sequences that control the same expression in a gene sequence
often contain amounts of repeated subsequences. In long gene
sequence alignment, it is a feasible method to reduce the length of
the sequence to be compared by searching common subsequences.
To match the common subsequences of multiple long sequences, we
do local match among 𝑆𝐻 to find local common subsequences at the
distributed computing phase and do aggregate searching among all
the local common subsequences at the aggregate computing phase.
We define some variables to describe the method to complement
common subsequence searching as follows:

𝑆𝑁 𝑆𝑁 = {𝑠0, 𝑠1, ..., 𝑠𝑙𝑁 }, one of the long sequences of a set,
where 𝑁 denotes the index of the sequences and it is unique
in one set.

𝑆𝑁
𝐻

𝑆𝑁
𝐻

= [𝐻𝑁
0 , 𝐻𝑁

1 , ..., 𝐻𝑁
𝑚 ], the hash list of long sequence 𝑆𝑁 .

𝑆𝐿𝐶
𝐻

𝑆𝐿𝐶
𝐻

= [𝐻𝐿𝐶
0 , 𝐻𝐿𝐶

1 , ..., 𝐻𝐿𝐶
𝑢 ], the hash table of local common

subsequences, which has 𝑢 local common subsequences at
one child node.

𝐻𝐿𝐶
𝑖 The 𝑖th hash values in 𝑆𝐿𝐶

𝐻
of local common subsequences,

where 𝑖 ∈ [0, 𝑢].
𝐴𝑛𝑐𝑃𝑜𝑠𝑁𝑖 𝐴𝑛𝑐𝑃𝑜𝑠𝑁𝑖 = (𝑎𝑁𝑖 , 𝐻𝐿𝐶

𝑖 ), a tuple as a binary set con-
taining the hash value 𝐻𝐿𝐶

𝑖 and its position𝑎𝑁𝑖 in the hash
list 𝑆𝑁

𝐻
of every local long sequence 𝑆𝑁 .

Firstly, the local common subsequences searching should be
conducted. We choose the shortest sequence as the reference se-
quence 𝑆𝑅 and encode it into a hash table 𝑆𝑅

𝐻
= [𝐻𝑅

0 , 𝐻
𝑅
1 , ..., 𝐻

𝑅
𝑚].

By comparing the 𝐻𝑅
𝑖 with the hash list of other local sequences,

the local common subsequences that exist in all sequences are
found. We record the position of local common subsequences in
𝐴𝑛𝑐𝑃𝑜𝑠 , so as to maintain the order of subsequence and prepare
for the chaining of seed sequences at Section 4.3. The position
of all local common subsequences can be record in 𝐴𝑛𝑐𝑃𝑜𝑠 =

[𝐴𝑛𝑐𝑃𝑜𝑠0, 𝐴𝑛𝑐𝑃𝑜𝑠1, ..., 𝐴𝑛𝑐𝑃𝑜𝑠𝑣−1] , where 𝑣 is the number of local
common subsequences and 𝐴𝑛𝑐𝑃𝑜𝑠𝑖 = [𝑎0𝑖 , 𝑎2𝑖 , ..., 𝑎𝑁𝑖 ..., 𝑎𝑡−1𝑖 , 𝐻𝐿𝐶

𝑖 ]
where 𝑡 is the number of local long sequences .

After searching, the step 1 in Fig. 4 is finished and the child nodes
can get the hash table of local common subsequences 𝑆𝐿𝐶

𝐻
and their

position 𝐴𝑛𝑐𝑃𝑜𝑠 . In step 2, all child nodes send 𝑆𝐿𝐶
𝐻

to the master
nodes to get the common seed sequences in step 3 at the aggregate
computing phase by using the function designed in Section 5.2.

4.3 Seed Sequence Chaining
After the step 4 in Fig. 4, child nodes obtained common subse-
quences of all long sequences, and common subsequences need
to be arranged in order and chaining to get seed sequences for
alignment. Firstly, we need to delete high frequency subsequences
to avoid multiple positions that will affect the subsequent chaining.
Then we connect the reduced seed sequences by chaining method
in FMindex [28] to connect a series of seed sequences.

Assumed that genomic data𝐷 to be aligned has 𝑡 long sequencese,
noted as 𝐷 = {𝑆1, 𝑆2, ..., 𝑆𝑡 }. The common subsequences can be
noted as 𝐴𝑛𝑐𝑃𝑜𝑠𝐶 = [𝐴𝑛𝑐𝑃𝑜𝑠𝐶0 , 𝐴𝑛𝑐𝑃𝑜𝑠𝐶1 , ..., 𝐴𝑛𝑐𝑃𝑜𝑠𝐶𝑍−1], where
𝐴𝑛𝑐𝑃𝑜𝑠𝐶𝑖 = [𝑎0𝑖 , 𝑎2𝑖 , ..., 𝑎𝑈𝑖 ..., 𝑎𝑡𝑖 , 𝑎𝑡−1𝑖 , 𝐻𝐶

𝑖 ], 𝑎𝑈𝑖 are the position of the
common subsequence 𝑖 on long sequence 𝑈 , 𝐻𝐶

𝑖 is the hash value
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of the seed sequence, 𝑧 represents the number of the common sub-
sequences. On this basis, the scoring function 𝑓 (𝑖) for searching
the nearest seed sequence and sorting the seed sequences is defined
as follows:

𝑓 (𝑖) =
{0 𝑖 = 0
𝑚𝑎𝑥 (𝑚𝑎𝑥 𝑓 ( 𝑗) + 𝛼 (𝑖, 𝑗) − 𝛽 (𝑖, 𝑗), 0) 𝑖 > 1

The function 𝛼 ( 𝑗, 𝑖) evaluates the distance between common subse-
quences 𝑖 and 𝑗 by their positon in the hash table, and the calculation
method is as follows:

𝛼 ( 𝑗, 𝑖) =

√√
1
𝑡

𝑡∑︁
𝑢=1

(𝑎𝑢
𝑖
− 𝑎𝑢

𝑗
)2

The function 𝛽 (𝑖, 𝑗) is an affine gapenalty that can be changed
according to different demands. We evaluate the order of the subse-
quences by 𝑓 (𝑖), and we considered the subsequences with higher
scores to be closer to each other. For downstream processing in
SMPC, we will not link the common subsequences containing over-
lap, but only sort the subsequences by the index of the tuple𝐴𝑛𝑐𝑃𝑜𝑠
according to the chaining value. We define the previous sequence
position of target subsequence i as 𝑃 (𝑖), so 𝑃 (𝑖) is defined as follows:

𝑃 (𝑖) =
{0 𝑓 (𝑖) = 0
𝑎𝑟𝑔𝑚𝑎𝑥 (𝑚𝑎𝑥 𝑓 ( 𝑗) + 𝛼 (𝑖, 𝑗) − 𝛽 (𝑖, 𝑗), 0) 𝑓 (𝑖) > 0

After that, we can get an ordered subsequences recorded in
𝐴𝑛𝑐𝑃𝑜𝑠 . The overlapping subsequences are connected in order to
form unequal length seed sequences as the segmentation anchors of
the long sequences at the aggregate computing phase. The chaining
of the seed sequences on different long sequences are shown in
Seed Sequences Chaining part of Fig. 3 .

It can be seen from Fig. 3 that subsequences 1 and 2 may have
overlapping parts on some sequences. Then seed sequence chaining
the common subsequences by merging the overlapping part and
then record the beginning position. The record of the ordered and
merged seed sequences𝐴𝑛𝑐𝑃𝑜𝑠𝑆 = [𝐴𝑛𝑐𝑃𝑜𝑠𝑆0 , 𝐴𝑛𝑐𝑃𝑜𝑠𝑆1 , ..., 𝐴𝑛𝑐𝑃𝑜𝑠𝑆𝑤−1]
is obtained, where𝑤 represents the number of the seed sequences.
After that, child nodes can remove the seed sequences of all long
gene sequences and finally get extension subsequences need to
be calculated at aggregate computing. Then child nodes apply the
arithmetic secret sharing method to share those extension sub-
sequences set 𝐸𝑆 = {𝐸𝑆1, 𝐸𝑆2, ..., 𝐸𝑆𝑡 } = ⟨𝐸𝑆⟩𝐴 + ⟨𝐸𝑆⟩𝐵 , where
𝐸𝑆1 = {𝑒𝑠10, 𝑒𝑠11, ..., 𝑒𝑠1𝑡 } . Through the distributed calculating, child
nodes upload the ciphertexts of ⟨𝐸𝑆⟩𝐴 to master node A and ⟨𝐸𝑆⟩𝐵
to master node B.

5 Privacy-preserving MSA Method For
Aggregate Computing

By comparing the position of the seed sequences, master nodes
can determine the extension subsequences that need to be aligned.
Master node A has the share ⟨𝐸𝑆⟩𝐴 and master node B has the share
⟨𝐸𝑆⟩𝐵 . Alignment of the starting position and edit distance calcula-
tion operations are performed on extension subsequences. There-
fore, we design the privacy-preserving method, which includes the
common subsequence search for step 3 and the extension sequence
scoring (ESS) for step 7 in Fig. 4 to conduct the privacy-preserving
calculation of MSA, and by combining basic functions. Finally, our

scheme conduct the privacy-preserving calculation of MSA through
these functions.

5.1 Basic Functions
In order to achieve common subsequence search and the extension
sequence scoring in privacy, equality (EQ) function and the mini-
mum of three elements (MIN3) function need to be done as basic
functions.

5.1.1 Equality Evaluating (EQ). EQ function is using to compare
the value in different hash list to find out whether it is a common
seubsequence.

Given 𝑥1 and 𝑥2 to be compared are uploaded by Node A and
Node B as a secret sharing data format, that is ⟨𝑥1⟩ = ⟨𝑥1⟩𝐴 + ⟨𝑥1⟩𝐵
and ⟨𝑥2⟩ = ⟨𝑥2⟩𝐴 + ⟨𝑥2⟩𝐵 . The EQ function conduct the function:

𝑓𝑒𝑞 (𝑥1, 𝑥2) =
{0 𝑥1 = 𝑥2

1 𝑥1 ≠ 𝑥2

We design the equality garbled circuit to implement function 𝑓𝑒𝑞 (𝑥1,
𝑥2) with only one add gate. Before inputing the data into EQ circuit,
servers need to conduct some pre-calculated. After the secret shar-
ing, Node A obtains ⟨𝑥1⟩𝐴 = ⟨𝑥1⟩ − Δ𝑥𝐴 and ⟨𝑥2⟩𝐴 = ⟨𝑥2⟩ − Δ𝑥𝐵 .
Node B obtains ⟨𝑥1⟩𝐵 = Δ𝑥𝐴 and ⟨𝑥2⟩𝐵 = Δ𝑥𝐵 . Node A inputs
⟨𝑥1⟩𝐴 − ⟨𝑥2⟩𝐴 and Node B inputs ⟨𝑥1⟩𝐵 − ⟨𝑥2⟩𝐵 . The EQ circuit adds
the two inputs, and outputs the sum 𝜃 .

𝜃 = ⟨𝑥1⟩𝐴 − ⟨𝑥2⟩𝐴 + ⟨𝑥1⟩𝐵 − ⟨𝑥2⟩𝐵
= (⟨𝑥1⟩𝐴 + ⟨𝑥1⟩𝐵) − (⟨𝑥2⟩𝐴 + ⟨𝑥2⟩𝐵)
= ⟨𝑥1⟩ − ⟨𝑥2⟩

Obviously, if 𝜃 is equal to 0, then 𝑥1 is equal to 𝑥2. Through this
circuit, we design the EQ function which main step is described in
Alg. 2.

Algorithm 2 Equality Evaluating Algorithm

Require: Node A inputs ⟨𝑥1⟩𝐴, ⟨𝑥2⟩𝐴 , Δ0 and (1 − Δ1)
Node B inputs ⟨𝑥1⟩𝐵, ⟨𝑥2⟩𝐵 , −Δ0 and Δ1

Ensure: Node A outputs ⟨𝑓𝑒𝑞 (𝑥1, 𝑥2)⟩𝐴
Node B outputs ⟨𝑓𝑒𝑞 (𝑥1, 𝑥2)⟩𝐵

𝑖𝑛1 = ⟨𝑥1⟩𝐴 − ⟨𝑥2⟩𝐴
𝑖𝑛2 = ⟨𝑥1⟩𝐵 − ⟨𝑥2⟩𝐵
𝐴𝐷𝐷 (𝑖𝑛1, 𝑖𝑛2) = 𝜃 ;
if 𝜃 = 0 then

Node A: ⟨𝑓𝑒𝑞 (𝑥1, 𝑥2)⟩𝐴 = Δ0;
Node B: ⟨𝑓𝑒𝑞 (𝑥1, 𝑥2)⟩𝐵 = −Δ0;

else Node A: ⟨𝑓𝑒𝑞 (𝑥1, 𝑥2)⟩𝐴 = (1 − Δ1);
Node B: ⟨𝑓𝑒𝑞 (𝑥1, 𝑥2)⟩𝐵 = Δ1;

We will implement the EQ circuit using a garbled circuit[46]
and Oblivious Transfer[37] protocol since there is only one gate
circuit so the expend of by using Yao’s sharing is acceptable. To
perform CSS function, we need to make some changes to the output
of Algorithm 2 to provide calibration for aligning and slicing of the
common seed sequences by recording the position of them. When
EQ is used in the CSS function, Node A only inputs (⟨𝑥1⟩𝐴 − ⟨𝑥2⟩𝐴),
Δ0 and Node B only inputs (⟨𝑥1⟩𝐵−⟨𝑥2⟩𝐵). While Node A and Node
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B do not need to output 𝑓𝑒𝑞 (𝑥1, 𝑥2) in the form of secret sharing, in
fact Node A and Node B will directly obtain the result of the EQ
function, and record the corresponding elements in 𝐴𝑛𝑐𝑃𝑜𝑠 .

5.1.2 Minimum of Three Calculating (MIN3). MIN3 function is
using to find minimum edit distance during the extension sequence
scoring.

Given 𝑥1, 𝑥2 and 𝑥3 to be compared are uploaded by Node A and
Node B as a secret sharing data format, that is ⟨𝑥1⟩ = ⟨𝑥1⟩𝐴 + ⟨𝑥1⟩𝐵
, ⟨𝑥2⟩ = ⟨𝑥2⟩𝐴 + ⟨𝑥2⟩𝐵 and ⟨𝑥3⟩ = ⟨𝑥3⟩𝐴 + ⟨𝑥3⟩𝐵 . The MIN3 conduct
the function:

𝑓𝑚𝑖𝑛3 (𝑥1, 𝑥2, 𝑥3) =

𝑥1 𝑥1 < 𝑥2, 𝑥1 < 𝑥3

𝑥2 𝑥2 ≤ 𝑥1, 𝑥2 < 𝑥3

𝑥3 𝑥3 ≤ 𝑥1, 𝑥3 ≤ 𝑥2

In order to conduct this function in MIN3 function. Firstly, we
design a garbled circuit shown in Fig. 5 to campare the two inputs.
The MIN circuit conduct the function:

𝑦 (𝑥1, 𝑥2) = 𝑦12 =

{1 𝑥1 < 𝑥2

0 𝑜𝑡ℎ𝑒𝑟𝑠

This function 𝑓𝑚𝑖𝑛 (𝑥1, 𝑥2) conducted by circuit compares the two
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Figure 5: Minimum Circuit

inputs, and outputs 0 or 1 after processing. Secondly, we can con-
struct the 𝑓𝑚𝑖𝑛3 (𝑥1, 𝑥2, 𝑥3) based on it.

𝑓𝑚𝑖𝑛3 (𝑥1, 𝑥2, 𝑥3) = 𝑦12 · 𝑦13 · 𝑥1 + 𝑦12 · 𝑦23 · 𝑥2 + 𝑦13 · 𝑦23 · 𝑥3
Through this equation, we design the MIN3 function which can
calculate the minimum of three elements is described in Alg. 3.

Algorithm 3Minimum of Three Elements Algorithm

Require: Node A inputs ⟨𝑥1⟩𝐴, ⟨𝑥2⟩𝐴 , and ⟨𝑥3⟩𝐴
Node B inputs ⟨𝑥1⟩𝐵, ⟨𝑥2⟩𝐵 , and ⟨𝑥3⟩𝐵

Ensure: Node A outputs ⟨𝑓𝑚𝑖𝑛3 (𝑥1, 𝑥2, 𝑥3)⟩𝐴
Node B outputs ⟨𝑓𝑚𝑖𝑛3 (𝑥1, 𝑥2, 𝑥3)⟩𝐵

𝑦12 =𝑀𝐼𝑁 (𝑥1, 𝑥2);
𝑦13 =𝑀𝐼𝑁 (𝑥1, 𝑥3);
𝑦23 =𝑀𝐼𝑁 (𝑥2, 𝑥3);
𝑓𝑚𝑖𝑛3 (𝑥1, 𝑥2, 𝑥3) = 𝑦12 ·𝑦13 ·𝑥1+𝑦12 ·𝑦23 ·𝑥2+𝑦13 ·𝑦23 ·𝑥3 Node
A: ⟨𝑥𝑚𝑖𝑛⟩𝐴;
Node B: ⟨𝑥𝑚𝑖𝑛⟩𝐵 ;

After the calculation in Alg. 3, this function can obtain the mini-
mum of 𝑥1, 𝑥2, 𝑥3 without leaking information to master nodes A
and B.

5.2 Common Subsequence Searching (CSS)
The common subsequence searching (CSS) is to find the common
subsequences of all the gene data sets. Master node A input the hash
of local common subsequencees 𝐴𝑛𝑐𝑃𝑜𝑠𝐿𝐶 into CSS, and obtains
the common subsequences 𝐴𝑛𝑐𝑃𝑜𝑠𝐶 . The algorithm is described in
Alg. 4.

Algorithm 4 Common Seed Search Algorithm

Require: Node A inputs 𝐴𝑛𝑐𝑃𝑜𝑠𝐿𝐶

Ensure: Node A outputs 𝐴𝑛𝑐𝑃𝑜𝑠𝐶

𝐴𝑛𝑐𝑃𝑜𝑠𝐶= reduce(lamda x,y: x&y,AncPos[h])
Node A: 𝐴𝑛𝑐𝑃𝑜𝑠𝐶 =

[𝐴𝑛𝑐𝑃𝑜𝑠𝐶0 , 𝐴𝑛𝑐𝑃𝑜𝑠𝐶1 , ..., 𝐴𝑛𝑐𝑃𝑜𝑠𝐶𝑧 ];

After the CSS, we can obtain the common subsequenceS𝐴𝑛𝑐𝑃𝑜𝑠𝐶
recorded the starting position of each subsequence in the form
of secret sharing, and master nodes send them to child nodes to
perform step 5 in Fig. 4. During the aggregate computing of the
CSS, no information about the gene sequences is leaked.

5.3 Extension Sequence Scoring (ESS)
ESS is using to calculate the edit distance between the correspond
extension subsequences of different sequences. After child nodes
perform step 5 by the way in Section 4.3 and perform step 6, master
nodes can obtain the share of extension subsequences ⟨𝐸𝑆⟩𝐴 and
⟨𝑒𝑠⟩𝐵 as the input of ESS. Generally, edit distance is used to score the
direct distance of two extension subsequences. The ESS conducts
the function:

𝑓𝑠𝑒𝑠 (𝑒𝑠1, 𝑒𝑠2) =𝑚𝑖𝑛


𝑑𝑖−1, 𝑗 + 𝑐𝑖𝑛𝑠

𝑑𝑖, 𝑗−1 + 𝑐𝑑𝑒𝑙

𝑑𝑖, 𝑗 + 𝑐𝑠𝑢𝑏

0 ≤ 𝑖 < 𝑙𝑒𝑛(𝑒𝑠1), 0 ≤ 𝑗 < 𝑙𝑒𝑛(𝑒𝑠2)

The master nodes input two extension sequences 𝑒𝑠1, 𝑒𝑠2 in the
form of secret sharing, and obtain the edit diatance in the form of
secret sharing too. The algorithm is is described in Alg. 5.

243



Proceedings on Privacy Enhancing Technologies 2025(1) Yatong Jiang et al.

Algorithm 5 Extension Sequence Scoring Algorithm

Require: Node A inputs ⟨𝑒𝑠1⟩𝐴, ⟨𝑒𝑠2⟩𝐴
Node B inputs ⟨𝑒𝑠1⟩𝐵, ⟨𝑒𝑠2⟩𝐵

Ensure: Node A outputs ⟨𝑑⟩𝐴
Node B outputs ⟨𝑑⟩𝐵

for (𝑖 = 0; 𝑖 < 𝑙𝑒𝑛(𝑒𝑠1); 𝑖 + +) do
Node A: ⟨𝑑𝑖,0⟩𝐴 = 𝑖; Node B: ⟨𝑑𝑖,0⟩𝐵 = 0;

for ( 𝑗 = 0; 𝑗 < 𝑙𝑒𝑛(𝑒𝑠2); 𝑗 + +) do
Node A: ⟨𝑑0, 𝑗 ⟩𝐴 = 0; Node B: ⟨𝑑0, 𝑗 ⟩𝐵 = 𝑗 ;

for (𝑖 = 0; 𝑖 < 𝑙𝑒𝑛(𝑒𝑠1); 𝑖 + +) do
for ( 𝑗 = 0; 𝑗 < 𝑙𝑒𝑛(𝑒𝑠2); 𝑗 + +) do
𝑐𝑠𝑢𝑏 = 𝐸𝑄 (𝑒𝑠1 (𝑖 − 1, 𝑗 − 1), 𝑒𝑠2 (𝑖 − 1, 𝑗 − 1));
𝑑𝑠𝑢𝑏 = 𝑑𝑖−1, 𝑗−1 + 𝑐𝑠𝑢𝑏

𝑑𝑖𝑛𝑠 = 𝑑𝑖−1, 𝑗 + 𝑐𝑖𝑛𝑠

𝑑𝑑𝑒𝑙 = 𝑑𝑖, 𝑗−1 + 𝑐𝑑𝑒𝑙

𝑑 =𝑀𝐼𝑁 3(𝑑𝑠𝑢𝑏 , 𝑑𝑖𝑛𝑠 , 𝑑𝑑𝑒𝑙 )
Node A: ⟨𝑑⟩𝐴 = ⟨𝑑 [𝑙𝑒𝑛(𝑒𝑠1)] [𝑙𝑒𝑛(𝑒𝑠2)]⟩𝐴
Node A: ⟨𝑑⟩𝐵 = ⟨𝑑 [𝑙𝑒𝑛(𝑒𝑠1)] [𝑙𝑒𝑛(𝑒𝑠2)]⟩𝐵

Through ESS, we obtain the edit distance between the sequences
without leaking the base order of them. Neither Node A nor Node
B can get plaintext gene sequences or the results. After calculating
the edit distance of unmatchable extension subsequences on the
long sequences, and master nodes can obtain the secret sharings of
edit distance.

The edit distance of the seed sequences is considered to be 0,
so the result of pairwise alignment is the sum of the edit distance
of the unmatchable extension subsequences. For example, the edit
distance between long sequences 𝑆1 and 𝑆2 can be calculated as
𝐸𝐷 (𝑆1, 𝑆2) = 𝐸𝐷 (𝐸𝑆1, 𝐸𝑆2) =

∑𝑧
𝑖=0 𝑑𝑖 (𝐸𝑆1 [𝑖], 𝐸𝑆2 [𝑖]). The algo-

rithm is is described in Alg. 6.

Algorithm 6 Privacy-preserving MSA Algorithm

Require: Node A inputs ⟨𝐸𝑆1⟩𝐴 , ⟨𝐸𝑆2⟩𝐴
Node B inputs ⟨𝐸𝑆1⟩𝐵 , ⟨𝐸𝑆2⟩𝐴

Ensure: Node A outputs ⟨𝐸𝐷⟩𝐴
Node B outputs ⟨𝐸𝐷⟩𝐵

for (𝑖 = 0; 𝑖 < 𝑧); 𝑖 + +) do
𝑒𝑠1 = 𝐸𝑆1 [𝑖], 𝑒𝑠2 = 𝐸𝑆2 [𝑖]
𝑑𝑖 = 𝐸𝑆𝑆 (𝑒𝑠1, 𝑒𝑠2)

𝐸𝐷 (𝑆1, 𝑆2) = 𝐸𝐷 (𝐸𝑆1, 𝐸𝑆2) =∑𝑧
𝑖=0 𝑑𝑖

Node A: ⟨𝐸𝐷⟩𝐴
Node A: ⟨𝐸𝐷⟩𝐵

The algorithm is described in Alg. 6. We obtain the edit distance
of long gene sequences without exposing the order of bases. To
achieve MSA, it is necessary to calculate the extension score for
different sequences based on seed sequences. Then, we can calculate
the MSA result between different gene data sets by doing this
several times or construct a multiple demensiong matrixes by Alg.
6. By distributed computing on child nodes, our scheme reduces

Table 3: Communication Overhead During Secret Sharing

Cipher Computation Communication Messsages

𝑆ℎ𝑟𝐴 0 𝑙 1
𝑅𝑒𝑐𝐴 0 𝑙 1
𝑌2𝐴 6𝑙 𝑙𝑘 + (𝑙2 + 𝑙)/2 2
𝑆ℎ𝑟𝑌 6𝑙 2𝑙𝑘 2
𝐴2𝑌 12𝑙 6𝑙𝑘 2

the number of repeated alignments on master nodes, and improves
the efficiency of privacy-preserving MSA.

6 Scheme Analysis
To prove the security and practicality of the scheme, we analyze
the scheme from three aspects: security, privacy, and efficiency.

6.1 Security Analysis
Our security analysis is predicated on the semi-honest parties’ as-
sumption. Specifically, the parties involved in the implementation
of the scheme are assumed to be honest yet curious. They are capa-
ble of carrying out the required calculations and communication
to the protocol’s specifications. However, their curiosity extends
to the content of the communication, potentially leading them to
store intermediate variables to glean additional information. It is
important to note that these parties do not engage in active attacks
or attempt to compromise the integrity of the protocol. Moreover,
the servers participating in the computation are assumed to be
non-colluding, indicating that they do not disclose their respective
information to one another.

Our scheme is based on foundational cryptographic principles
and aims to achieve secure multiple sequence alignment through
distributed computing and aggregate computing. The data trans-
mitted between child nodes and master nodes is ciphertext, so the
data transmission is secure. The aggregate computing conducted
between A and B is also a ciphertext operation. In adherence to
the principle of compositional security, the overall security of our
scheme is contingent upon the individual security of each function
achieved by secret sharing. Therefore, the data is secure during the
computing and transmission, our scheme can be deemed secure as
a whole.

6.2 Communication Overhead Analysis
Our scheme uses the ABY framework to implement privacy preserv-
ing MSA, inculding child nodes conduct gene sequences segmenta-
tion in the distributed computing phase and master nodes conduct
MSA by secret sharing in the aggregate computing phase. The child
nodes do the setup phase of the scheme, which is not included in the
calculation of the ciphertext communication overhead. Assuming
that the length of the message to be transmitted is 𝑙 bits and the
symmetric security parameter is 𝑘 , the communication overhead
in this scheme is listed in Tab. 3.

As is listed in Tab. 3, the communication of A2Y is the most ex-
pensive part, and the part of sharing and reconstructing message in
arithmetic sharing is almost free. We need to minimize the number
of times we need to use A2Y transformations to improve efficiency.
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In our scheme, the ESS function requires one A2Y transition and
one Y2A transiton, and the rest part of our scheme needs 𝑆ℎ𝑟𝐴 and
𝑅𝑒𝑐𝐴 which can be done by arithmetic sharing and reconstructing.
Besides, we put the construction of 𝑆ℎ𝑟𝐴 at the child nodes, so there
is no extra communication overhead, and further improve the query
efficiency of the aggregated computing.

7 Experimental Evaluation
Our scheme is implemented in Ubuntu Linux OS 20.04. For the
execution of our scheme, we employ fast garbled circuits[17] for
Yao’s share to achieve the compare calculation functions and using
Paillier homomorphic encrytion[35] to construct the Beaver triple
for Arithmetic sharing. The Oblivc[48] is utilized for GC and file
processing, while the construction of offline seeds is performed
using Python 3.8.

We simulate distributed computing by conducting the prepro-
cess of genomic files locally and output the middle data by packing
them in a file. The aggregate computing is simulated through the
localhost connection of the Linux system, including the middle
files transferring between the child node and master nodes and
the OT communication between Nodes A and B. Consider that
the communication between master nodes and child nodes are
similar, so our experiment architecture only including two master
nodes and two child nodes. It is tested with the real-life dataset
2019nCoVR_20200301 in the form of fasta files. There are 131 long
sequences in this dataset, the minimum sequence length is 29409
bps, the longest sequence length is 29927 bps, the average length is
29860 bps, and the dataset size is 4. 7MB. According to the experi-
mental data of Liu et al., the length of the subsequence of the long
sequences that is more efficient and accurate is 39-41 bps. In the
experiment, we chose a sliding window length of 40 bpS sand step
size of 1 bp to cut the long sequence.

7.1 Time Consuming Analysis
Our experimental scheme is divided into two phases: a distributed
computing phase and an aggregate computing phase. In the dis-
tributed computing phase, we processed all the gene long sequence
files in the dataset, obtained the segmented 40 bps subsequence frag-
ments, established the seed sequences of the gene data set through
local hash value comparison, and recorded the starting position and
sequence length of each seed sequence. In the aggregate comput-
ing phase, the hash values of seed sequences from all child nodes
are compared, the common seed sequences is reconstructed, and
the subsequence that needs to be edited by distance alignment is
segmented. Then, by constructing a confounding circuit, the un-
matching subsequences are calculated one by one, and the final
result is obtained after summing the ciphertext results. For different
data sizes, the comparison between sequence lengths need to be
calculated by edit distance after using our scheme, and the initial
length is listed in Tab. 4. From Tab. 4, With the increase in the
number of long gene sequences involved in alignment, the length
of gene sequences requiring edit distance alignment also increased,
but the maximum was not more than 6.16%. It is understandable
that as the number of sequences in a multiple sequence alignment
increases, the common part of the long sequences decreases, so
the length of the sequence to be aligned increases. But after using

the segmentation method of our scheme, it can be seen that the
base length of edit distance alignment for long gene sequences
after sequence segments is reduced to under 6.16%, which reduces
the depth and number of gates needed to construct secret sharing
circuits, to improve the efficiency of privacy-preserving multiple
sequence alignment. The time of each phase of privacy-preserving
MSA using the segmented method of our scheme is shown in Fig.
6.
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Figure 6: Time Consuming of Different Data Scales

With the increase in the number of long gene sequences, the
time cost required by our scheme presents a linear relationship.
However, because we constructed the common seed sequences in
the offline phase, the offline construction phase only be performed
once. Compared with the multiple sequence alignment method for
every single comparison, the increase in the time cost of our scheme
with the increase in the number of sequences is lower. As shown in
Fig. 6, with the expansion of the data scale, the online phase is the
most time-consuming part, and the time cost is almost equal to the
overall cost. In the case of the maximum data size of 120 ∗ 29856
bps, the time required for a single alignment in the online phase
is 51.19s. We compare our scheme with the MSA scheme MAFFT
[19] with edit distance calculation by pairwise alignment on this
dataset. The MAFFT takes 22.38s, while the time of our scheme is
65.77s. It takes about three times as long as MAFFT because it adds
the overhead of the privacy-preserving method on the aggregate
computing phase. After adding the privacy-preserving method, our
time cost increases compared with the plaintext calculation of edit
distance, but it is still within the acceptable range.

7.2 Accuracy Rating Analysis
The calculation of the edit distance can be conceptualized as the
count of operations needed to transform two distinct sequences
into identical sequences. So the MSA is basically how to make
multiple gene sequences equal to each other. For disparate gene
sequences, alignment is typically achieved by employing dynamic
programming to fill gaps. In our approach, we have devised an
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Table 4: The Length of a Gene Sequence Required Edit Distance Calculations

Sequence Number Full Sequence Calculated Method Our Method Percentage %
max min average max min average

10 29899 29890 29892 53 44 46 0.15
50 29903 29782 29871 739 618 707 0.15
90 29903 29409 29856 1404 910 1357 4.55
130 29927 29409 29860 1907 1389 1839 6.16

Percentage: percentage = (the subsequences length to be calculated / the total sequence length) ∗100%.

Table 5: Comparison of Different Filling Methods of Unequal-Length Gene Sequences

Method
Scale 10 50 90 130

average 𝑙 accuracy rate average 𝑙 accuracy rate average 𝑙 accuracy rate average 𝑙 accuracy rate

Our Method 29899 100.00 29903 100.00 29903 100.00 29927 100.00
Begining Method 29899 75.11 29903 52.24 29903 48.31 29927 51.02
Ending Method 29899 96.67 29903 81.04 29903 80.29 29927 79.04
Random Method 29899 75.11 29903 42.74 29903 39.13 29927 41.47
Original Method 29899 100.00 29903 100.00 29903 100.00 29927 100.00

Original Method denotes the method of calculating edit distance for MSA with sequences’ full length.
Length 𝑙 denotes the length of gene sequence.
Beginning/Ending/Random Method denotes different filling methods for filling empty spaces at the different positions of the sequence.

optimized gap-filling method specifically designed for lengthy se-
quences, aiming to enhance the efficiency of privacy-preserving
computation without compromising accuracy. We used a few differ-
ent filling methods, including filling empty spaces at the beginning,
end, and random positions of the unequal sequence. Compared to
our scheme and the original dynamic programming method of edit
distance calculation, and the accuracy contrast result is listed in
Tab. 5.

As can be seen from Tab. 5, for multiple sequence alignment
with different data scales, the accuracy rate of multiple sequence
alignment after filling in different ways is relatively random and not
high, but the accuracy rate of segmentation and then edit distance
calculation using the long sequence segmentation method proposed
in our scheme is high. For the sequence data set of gene group length
at the same locus, the edit distance calculated by our scheme is
the same as that calculated by the original edit distance, with an
accuracy of up to 100, which can achieve privacy-preserving and
accurate long MSA.

Besides, we experimented with different datasets to compare our
scheme with the general MSA method MAFFT [19], which supports
performing the MSA for long gene sequences. The parameters
with MAFFT are as follows: the scoring matrix is 1PAM/k=2, the
gap opening penalty is 1, and the offset value is 0. We use editing
distance to score MSA, and the result of MSA is measured as the
average score, which is the sum of pairs divided by the number
of sequences. In average score calculating, 0 is added to the score
for the two bases from the same column that are matched, 1 is
added to the score for mismatched, and 1 is added to the score
with a gap. The score of MAFFT output files denotes as 𝑆𝑀𝐴𝐹𝐹𝑇 ,
and the score of our scheme denotes as 𝑆𝑜𝑢𝑟 . The result is listed in

Tab. 6. Except for the HIV dataset, our results are nearly equal to
MAFFT, with an acceptable margin of error due to the selection
of MSA central sequences. As for the multi-sequence alignment
of HIV, the deviation rate is 6.5%; because the similarity of HIV
data sets is lower and the number of data is small, the choice of
basic sequence in MSA will cause more considerable differences.
Considering that the privacy-preserving calculation demands lower
computation complexity, we construct the MSA using the progress
method mentioned in Section 2.1.2, which begins with pairwise
alignment. In pairwise comparison, our scheme is still accurate for
HIV data, but the choice of the basic sequence and the similarity of
the dataset influences our output. We will discuss the problems of
low sequence similarity for experiments in the section on limitation
and discussion.

7.3 Privacy and Utility Analysis
In the distributed computing phase, the data processed by local child
nodes causes no privacy leakage. The aggregate computing phase
includes the communication between child nodes and master nodes
and the interaction between two master nodes,and the data held by
the two master nodes are subjected to secret sharing. The privacy
of this phase relies on the privacy of the secret sharing algorithm.
We use the ABY framework to achieve privacy-preserving results,
so we use this as a baseline to assess our scheme.

During aggregate computing, our scheme employs anchors, which
store the positions of different seed sequences to facilitate the seg-
mentation of long sequences. While the position information of the
common seed sequences may be exposed, the master node can use
this position to guess some information about the base. Assuming
that the average length of sequences is 𝑙 , the window step is 𝑠 , and
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Table 6: Score Comparison With MAFFT

Dataset
Score Sequence Number 𝑆𝑀𝐴𝐹𝐹𝑇 𝑆𝑜𝑢𝑟 Deviation Rate %

sum score average score sum score average score
2019nCoVR_20200310 130 5113 39.33 5095 39.19 0.36

SARS-CoV-2 50 2016 40.32 2016 40.32 0
mt genome (20x)[29] 300 10637 35.45 10630 35.43 0.06
HIV data main 1000[5] 27 50521 1871.15 54038 2001.41 6.5

Table 7: Comparison of Different Dataset MSA

Dataset Average 𝑙 Calculated 𝑙 Percentage% Sequence Number Utility Rate% Window Size 𝑘
2019nCoVR_20200301 29860 1005 3.37 130 100.00 20

29866 1371 1.24 50 100.00 30
29860 1292 4.33 130 100.00 30
29860 1839 6.16 130 100.00 40

SARS-CoV-2 29857 324 1.09 50 100.00 20
29857 398 1.33 50 100.00 30
29858 549 1.84 80 100.00 30
29857 581 1.94 50 100.00 40
29858 1764 2.56 80 100.00 40

mt genome (20x)[29] 16569 4244 25.61 180 89.54 20
16569 8113 48.96 180 99.46 40
16569 9767 58.95 300 100.00 40

HIV data main 1000[5] 10287 10085 98.03 27 85.19 13
10287 10144 98.61 27 100.00 15

Length 𝑙 denotes the average length of all gene sequences in one dataset.
Calculated 𝑙 denotes the average length that needs to be computed of all gene sequences in one dataset.
Percentage: percentage = (the subsequences length to be calculated / the total sequence length) ∗100%.
Utility Rate: denotes the utility after using our scheme based on the global MSA on long gene sequences, it equals to the accuracy rate here.

the number of common seed sequences is𝑚. The privacy loss using
our scheme is

𝑃𝐿𝑜𝑠𝑠 = 22∗𝑚/(22∗𝑠 ∗ 22∗𝑙 ) = 1
22∗(𝑙−𝑚+𝑠 )

Our scheme aims for long gene sequences, so 𝑙 >> 𝑚. For example,
on the dataset SARS-CoSARS-CoV-2, the 𝑙 = 29899,𝑚 = 125 and 𝑠 =
1, so 𝐿𝑜𝑠𝑠 = 1

22∗28775 , which can be considered remains undisclosed.
As for utility analysis, secret sharing is a lossless privacy pre-

serving method, so the utility depends on the segment method’s
parameter. In our scheme, the utility loss is from the window step 𝑠
and the chaining method. The loss caused by the chaining method
comes from the approximate feature of MSA itself. The loss caused
by window step 𝑠 comes from a small read mismatch; the larger 𝑠 is,
the easier it is to ignore the mismatch of a short read. When 𝑠 = 1,
single-base mismatch detection can be realized. The 𝑠 influences
the loss of privacy and utility. At the same time, 𝑠 is negatively
correlated with privacy loss and positively correlated with utility
loss. So, for long gene sequences, we can make a tradeoff to choose
𝑠 = 1 because of 𝑙 >> 𝑚. Otherwise, we need to adjust 𝑠 to reduce
privacy loss. Our scheme aims for long gene sequences, so we can
choose 𝑠 = 1 to remain the utility of the dataset for global MSA. We
experimented our scheme with different gene data sets of various

lengths. Those gene data files are in the form of fasta, which con-
cludes the error small read caused by gene sequencing. The result
is shown in Tab. 7.

As shown in Tab. 7, our scheme can remain high utility for
different datasets, but it depends on the sequence number, win-
dow length, and the similarity of all the sequences in a dataset.
For 2019nCoVR_20200301 and SARS-CoV-2, the average sequence
length of the two datasets is near 30000 bps, and they are highly
similar, with the suitable window size 40, the accuracy rate can
reach 100% with the computation length reduced under 10% of
the total length. For mt genome(20x), the accuracy rate can also
reach a high level by adjusting the window length and increasing
the number of sequences. However, the computation length only
reduces to nearly 50%. As for HIV data main 1000, it does not have
a high similarity; although our scheme can achieve a high accuracy
rate, it can barely reduce the computation length. In conclusion,
our scheme can optimize privacy-preserving MSA of relatively long
similar sequences with high accuracy, but it cannot achieve good
efficiency for data sets with low similarity. We will discuss this part
in the limitation analysis.
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7.4 Limitation and Discussion
From the efficiency, accuracy, and privacy and utility analysis per-
spective, our scheme can conduct efficient privacy-preserving MSA,
but it still has some limitations. We analyze limitation of the scheme
and discuss the future direction that can be optimized.

Firstly, our scheme operates under the assumption of semi-honest
parties, where participants cannot collude with each other. This is
a crucial aspect of ensuring privacy. Therefore, our scheme must
be implemented within this secure model, requiring at least two
isolated master nodes. Additionally, while we simulate the OT com-
munication at local hosts, it’s essential to consider the potential
communication overhead in a complex cloud server environment.

Secondly, our scheme achieves the privacy-preserving MSA only
on the global alignment algorithm. If future work wants to achieve
local alignment using this method, further work needs to be ex-
tended to get the scores for local matching, especially on the seg-
ment method.

Besides, regarding the conduction on different datasets, we found
that our scheme performed well on the highly similar long gene
sequences MSA because the choice of basic sequence influences
more when those sequences have more differences. However, they
need more optimization on gene sequences with low similarity.
Moreover, we also find that window size strongly influences the
accuracy of our results. It cannot perform well in reducing cal-
culation length if it is too short, making it poorly optimized on
larger data scales. If it is too short, it can decrease the accuracy of
the scheme. Further discussion is needed on the relativity of the
MSA datasets’ sequence length, entropy, and segment window size.
Further discussion is needed on the relativity of the MSA datasets’
sequence length, entropy, and segment window size.

Our scheme needs to find a balance of accuracy and efficiency
for conducting on low similar gene data sets. For better time con-
sumption and accuracy performance on large data scales, we still
need to further optimize the secret sharing method to find a suitable
combination of ABY and the best segment method choice.

8 Conclusion
In this paper, we propose a privacy-preserving scheme to achieve
the multiple sequence alignment. The scheme encompasses a seg-
mentation method for handling long gene sequences by distributed
computing and utilizes ABY secret sharing to achieve privacy-
preserving MSA. Our scheme can efficiently perform multiple se-
quence alignment for long gene sequences with high accuracy.
Future research directions may involve enhancing the utility of the
alignment scheme through parallel alignment or optimizition on
segment method.
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