Can Social Media Privacy and Safety Features Protect Targets of
Interpersonal Attacks? A Systematic Analysis

Majed Almansoori
University of Wisconsin-Madison
and United Arab Emirates University (UAEU)
Madison, WI, USA
malmansoori2@wisc.edu

Abstract

Social media applications have benefited users in several ways,

including ease of communication and quick access to information.

However, they have also introduced several privacy and safety
risks. These risks are particularly concerning in the context of
interpersonal attacks, which are carried out by abusive friends,
family members, intimate partners, co-workers, or even strangers.
Evidence shows interpersonal attackers regularly exploit social
media platforms to harass and spy on their targets. To help protect
targets from such attacks, social media platforms have introduced
several privacy and safety features. However, it is unclear how
effective they are against interpersonal threats. In this work, we
analyzed ten popular social media applications, identifying 100
unique privacy and safety features that provide controls across eight
categories: discoverability, visibility, saving and sharing, interaction,
self-censorship, content moderation, transparency, and reporting.
We simulated 59 different attack actions by a persistent attacker —
aimed at account discovery, information gathering, non-consensual
sharing, and harassment — and found many were successful. Based
on our findings, we proposed improvements to mitigate these risks.
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1 Introduction

Social media applications, such as Facebook and TikTok, facilitate
social interaction, content sharing, and networking among billions
of users today [23]. Users create profiles, share updates, and engage
with content through likes, comments, and shares on these apps.
Social networks help people stay connected, promote businesses,
raise awareness of social issues, and build communities with shared
interests, revolutionizing communication and information access.

However, social media platforms have also become enablers of
various types of online abuse and harm to individuals, groups, and
even society at large [46, 57, 66]. These platforms allow attackers
to interact with targets remotely and anonymously.

Such attacks are particularly harmful on the interpersonal level,
where an adversary targets people they know, such as a family
member, friend, or colleague [62], public figures such as content
creators [55, 66], and even strangers [8, 16]. These interpersonal
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attacks on social media users include harassment, surveillance,
bullying, and impersonation [66, 67]. While these attacks could the-
oretically be avoided by disconnecting from social media apps and
going completely “offline” [51], doing so is often impractical. Many
targets of abuse need social media platforms to seek support from
others and access essential resources, such as shelter services [39].

With the increasing number of social media apps and users,
it is important to understand what privacy and safety features
these apps provide. Despite numerous studies on various types of
online attacks, to our knowledge, no existing work has closely and
comprehensively examined social media apps and their privacy and
safety features. Thus, we ask:

(1)  What privacy and safety features do popular social media apps
provide?
(2)  How effective are these features in protecting users from online

interpersonal attacks?

In this work, we analyzed the privacy and safety features of ten
popular social media apps: Facebook, Instagram, LinkedIn, Pin-
terest, Snapchat, Telegram, TikTok, WeChat, WhatsApp, and X
(formerly Twitter). Each app has more than 300 million monthly
active users [23] globally, with a collective total of more than 5 bil-
lion accounts. Through active information gathering [31, 36], we
identified 100 different privacy- and safety-related features, which
can be grouped into eight categories: discoverability, visibility, sav-
ing and sharing, interaction, self-censorship, content moderation,
transparency, and reporting.

We observed that privacy features are not standardized, even
among the most popular apps. These apps have disparate sets of
privacy features, different names for features with the same effect
across different apps, and even different effects for features with
the same (or similar) names. For example, among the apps we
analyzed, WeChat is the only app that allows users to control who
can discover their accounts using usernames. Similarly, we found
that only Telegram and WhatsApp allow protecting images from
screenshots and allow group chat admins to moderate messages
sent within their groups.

We also observed differences in the implementation of features
across social media apps. For example, although most apps (except
Pinterest and X) allow users to delete messages they have sent,
these apps impose varying time restrictions. LinkedIn permits mes-
sages to be deleted within an hour of sending, while TikTok allows
message deletion only within the first two minutes; Telegram does
not impose any time restrictions on message deletion. These subtle
differences in features can confuse users and add to the challenges
they already face in managing their privacy settings [47-49].
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We then assessed the effectiveness of these 100 features against a
persistent Ul-bound attacker [40], who attempts to spy and harass
their targets.! To achieve their goals, the attacker needs to conduct
one or more of the following tasks: (a) discover the target’s social
media account(s), (b) collect information about the target through
these accounts, (c) share information about the target without their
permission, and (d) make unwanted communication with the target.

From prior research and the privacy features offered by the apps,
we curated a list of 59 potential attack actions to conduct these
attack tasks. We then tested the efficacy of these actions under
two privacy settings: (a) when the target’s account is in its default
privacy configuration, and (b) when the target’s account is in its
most secure configuration. For each action, we considered three
scenarios: (1) the attacker is a friend of the target on the app, (2)
the attacker is not a friend, and (3) the attacker has been explicitly
blocked by the target, possibly due to prior abusive behavior.

We show that even in the most secure configurations, many
attacks remain effective. For example, the target’s account can
be discovered in six different ways in at least 7 apps despite the
accounts being in the most secure configurations. If the attacker is a
friend, the risk of privacy and safety attacks is higher. For example,
under default configurations, a friend will always succeed in sharing
information about the target on all apps, but these attacks will fail
if the attacker is not a friend. Even under secure configurations,
friends can carry out more attacks on five apps compared to non-
friends. Finally, while blocking protects targets from many attacks,
attackers can easily circumvent it by creating new accounts on
these platforms.

Our results highlight that privacy and safety features on social
media platforms lack fine-grained control and fail to protect against
many types of attacks. We then outlined the necessary changes to
existing privacy features and proposed solutions to mitigate these
interpersonal attacks.

Contributions of this study.
(1) Through a systematic analysis of privacy and safety features
across ten popular social media apps, we identified 100 unique
features aimed at enhancing user privacy and safety. We cate-
gorized these features into eight groups: discoverability, visi-
bility, saving and sharing, interaction, self-censorship, content
moderation, transparency, and reporting.

We found that social media apps lack some essential features
within each category, leaving users unable to fully control
their personal data and ensure their safety.

(3) We found that privacy and safety features often fail to protect
targets from various attacks, including information collection
and sustained harassment, underscoring the need for more
robust protections.

2 Related Work

Technology-facilitated interpersonal attacks. Interpersonal
attacks have become a widespread global issue, impacting over a
billion individuals across the world [52]. Recent work has shown

1'We use “target” to denote peron who is receiving the abuse, instead of “victim” or
“survivor”, following the prior work [66].
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that technology plays a significant role in interpersonal attacks. At-
tackers abuse technology to harass and spy on their targets [40, 41,
50, 54]. Unfortunately, thousands of apps are available for attackers,
including spyware apps [30], dual-use apps [27, 30], and creepware
apps [54]. Also, attackers can easily find online resources that teach
them how to abuse technology to spy on others [26, 68]. Recent
studies have examined Internet of Things (IoT) devices [61, 62] and
found that cameras, and other IoT technologies are being exploited
to spy on and harass targets.

Privacy concerns with social media apps. When using social
media apps, it is essential to be mindful of the information shared.
Unfortunately, many users share personal details online without
considering the associated risks [38]. Careless sharing of informa-
tion leaves a digital footprint that can be exploited by others, in-
cluding platform owners, governments, and even other users. Social
media has been shown to be used for cyberbullying [24, 29, 44, 71],
harassment [65, 72], surveillance [58], spamming [73], and other
forms of toxic content [66]. This raises privacy concerns for many
users, prompting some to limit their engagement with social me-
dia platforms [60]. Indeed, the most effective way to avoid these
privacy and safety attacks is by going offline and refraining from
using these apps [51]. However, this solution is neither ideal nor
feasible, as social media apps offer many benefits, such as staying
in contact with family and friends. As a result, users must rely
on in-app privacy settings to protect themselves. Unfortunately,
many users rarely update or review their privacy settings unless
prompted by a concerning incident [56].

To understand what information is accessible to people via so-
cial media, McHatton and Ghazinour [51] analyzed the information
revealed on Facebook, Instagram, and Twitter under three differ-
ent configurations, including the default settings applied during
account creation. They found that advanced configurations provide
adequate security and placed the blame on users for not adjusting
their settings. However, users should not be blamed, as there are
many challenges involved in managing privacy on social media
apps. In fact, research has shown that privacy settings often do not
align with users’ expectations [47]. Additionally, many users may
not be aware of privacy settings, as was the case for a significant
minority of Facebook users [25].

This work. We build on the work of McHatton and Ghazinour [51]
by exploring ten popular social media apps globally, including Face-
book, Instagram, and X. First, we analyze the privacy and safety
features available on these apps, organizing them into eight cate-
gories. Then, we conduct experiments involving a set of attacks
under six different threat scenarios. Our attacks go beyond infor-
mation collection to include other threats, such as harassment. Our
goal is to assess how well social media platforms protect users from
interpersonal attacks — rather than blaming users for encountering
such risks — which has yet to be fully explored.

3 Privacy and Safety Threat Model on Social
Media
We aim to understand the attacker’s capability to surveil or harass

targets using social media apps. To do this, we first identify the
threat scenarios for social media-based attacks. Then, based on our
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survey of prior work (Section 2) and the privacy features we collect
in Section 4, we develop a set of potential attack tasks that could be
used to compromise the privacy and safety of social media users.

3.1 Threat model and attack scenarios

We consider the threat of an interpersonal adversary [8, 16, 52], who
may be someone the target knows (such as an abusive co-worker,
friend, or family member) or a stranger. This adversary is willing
to invest time and resources to cause harm. In our scenario, the
adversary seeks to surveil or harass their target through the social
media applications the target uses.

Interpersonal adversaries are persistent threats to their targets

and can exploit any means provided by a social media application.

They may also use other apps available online that have capabilities
to surveil or harass others over social media [27]. The adversary
can create multiple accounts on social media platforms and may
use multiple devices to carry out their attacks. In our model, the
attacker is restricted to the user interface (UI-bound adversary [40])
of social media apps and publicly available tools. Therefore, we
do not consider attacks that exploit potential vulnerabilities in
social media applications. Additionally, the adversary does not
have physical access to the target’s devices or know the target’s
password for any account.? However, the adversary may know
some of the target’s personal information, such as their phone
number or username on a different social media app.

We excluded from our threat model attacks carried out by a group
of people against one or multiple targets (e.g., group harassment and
abuse) [66]. We also excluded attackers who target individuals based
on their identity, such as race, religion, age, or gender. While these
threats intersect with our model, they require a different analytical

approach. Instead, we focus on individual and interpersonal attacks.

However, we believe many aspects of our analysis may still be
relevant in other contexts, such as group attackers, identity-based
attacks, and group-of-victims scenarios, which we leave for future
studies to explore in more depth.

In the context of interpersonal attacks, the adversary may or may
not be connected to the target on the app, or may have been blocked
by the target due to prior abusive behavior. Thus, we consider three
possible statuses of the attacker in relation to the target: non-friend,
friend, and blocked. Also, targets can have their social media privacy
and safety settings configured in various states. We consider two
states for the target’s account configurations: “default” (no changes
made since account creation) and “secure” (where all settings are
configured to maximize privacy).

Based on these criteria, we created six different attack scenarios:
the attacker is a friend on social media with the account set to
default settings (fr-default), a friend with secure settings (fr-secure),
a non-friend with default settings (nf-default), a non-friend with
secure settings (nf-secure), a blocked user with default settings
(bl-default), and a blocked user with secure settings (bl-secure).

2In many interpersonal attacks [40], the adversary may know the target’s password
and have full access to their social media accounts. However, in this work, we focus
on cases where the attacker does not have full access to the target’s accounts.
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3.2 Attack goals, tasks, and actions

To understand the potential privacy and safety risks for social me-
dia users, we considered abuse on online platforms systematized
by Thomas et al. [66]. We focused on five attack goals: surveillance,
toxic content, impersonations, content leakage, and overloading, as
these are relevant in interpersonal threat model we considered.
We excluded categories irrelevant to our study, such as lockout
and control, since the attacker in our model does not tamper with
the target’s account. We also excluded false reporting, as testing
such attacks could impact the services provided by these platforms
and might involve human analysts. Additionally, under the cate-
gories we considered, we excluded attacks that do not fit our threat
model, such as dogpiling, which involves multiple attackers, and
distributed denial of service (DDoS), which requires a more sophis-
ticated attacker.

We then devise four primary attack tasks that are required to
achieve the attack goals for an interpersonal attacker:
(1) Discovering the target’s account, where the attacker wants to
find the target’s account on a social media app using various
identifiers of the target that the attacker knows, such as their
name, phone number, email address, or even through a mutual
friend. Discovering the account is often the first step towards
more severe abuse. This attack goal is irrelevant if the attacker
is already connected with the target on that app, for example
in fr-default and fr-secure settings.

Collecting and monitoring information about the target, such as
their connections, profile photo, shared content, and location.
(3) Sharing information about the target without their consent,
such as their posts and chats, both within and outside the
app. Although the target may have shared some information
intentionally, they may not have consented to it being shared
beyond their connections.

(4) Making unwanted communication with the target, for exam-
ple, by adding them to unwanted groups, sending abusive

messages, and impersonating them by creating fake accounts.

We created a series of attack actions — sets of steps through which
an attacker could complete a given task — for each attack task and
tested them against our experimental accounts on each social media
app. We created 59 such attack actions across these four attack goals
shown on Fig. 6 and Fig. 9 (Appendix B).

4 Identifying privacy and safety features on
social media

We aim to evaluate the protection offered by privacy features in
social media apps against various interpersonal threat models. An
interpersonal attacker is a knowledgeable, persistent, and resource-
ful adversary seeking to spy on or harass the target user. To achieve
this, we thoroughly examine the user interfaces of popular social
media apps to identify and document the privacy features they
provide. We then simulate several interpersonal attack scenarios to
assess the effectiveness of these features in protecting users.

Selecting social media applications. There are more than 5.04
billion social media users globally [23]. In this study, we focused on
ten social media apps based on their global user base and availabil-
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Name Icons  # Users (in millions)
Facebook n 3,049
WhatsApp O 2,000
Instagram 2,000
TikTok d 1,562
WeChat L) 1,336
Telegram A 800
Snapchat & 750
X (Twitter) X 619
Pinterest (P 482
LinkedIn in 310

Figure 1: Social media applications we consider in this work.
The numbers of monthly active users in millions [37, 63]
globally is shown in the last column. The data recorded on
Feb 29, 2024. The number of users for TikTok does not include
the users from Douyin (its Chinese equivalent).

ity in English. We began with the top 15 social media apps with the
highest monthly active users, as listed by Statista [37]. From this
list, we excluded apps not available in English, namely Kuaishou,
Sina Weibo, QQ, and Douyin (the Chinese version of TikTok). We
excluded YouTube, as its primary purpose is video hosting, with
user interaction limited to the comments section. Instead, we in-
cluded LinkedIn, which has over 310 million monthly active users
worldwide [63]. Additionally, we treated Facebook Messenger and
the main Facebook app as a single application for our analysis,
while considering WhatsApp and Instagram as separate apps. Al-
though Meta owns all four applications, WhatsApp and Instagram
have distinct privacy and safety settings compared to Facebook and
Messenger. Our final list of the ten social media apps we analyzed
is shown in Fig. 1, along with the number of monthly active users
(MAU) in millions for each app globally.

Social media terminologies. There are several terms used in
the context of social media that some readers may not be famil-
iar with. Therefore, we provide brief descriptions of these terms
in Appendix A and emphasize each term upon its first use.

4.1 Aggregating privacy and safety controls

We define a control or feature (used interchangeably in this work) as
relevant to privacy or safety if it fulfills one or more of the following
criteria: (a) manages information the user directly provides to the
platform, such as hiding their profile photo or managing who can
view their stories; (b) manages information about the user’s actions
on the platform, such as showing when the user is online or when
a message has been read; (c) controls how others can interact with
the user, such as limiting who can reply to their posts or send them
messages; (d) provides support against abuse, such as reporting a
user. We use this definition to classify all controls and features.

We excluded features specifically designed to enhance account
security. For example, features like two-factor authentication (2FA),
password changes, and app screen locks were excluded because our
threat model does not involve attackers attempting to compromise
the account or gain physical or remote access to the target’s device.
Our threat model is described in Section 3.1.

To gather information about available privacy controls and fea-
tures, we relied on active information gathering [31, 36], a pro-
cess that involves collecting information about the target system
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through direct interaction with it. We collected controls provided
by the selected social media apps by navigating through the user
interface and identifying all user-level controls relevant to privacy
and safety. This process involved testing all features — identified
using the heuristics mentioned later in the section — regardless of
their relevance, documenting the effects of these features, and then
eliminating controls irrelevant to privacy and safety. We also re-
viewed the frequently asked questions (FAQs) of these apps (where
available) to identify default privacy features, such as Instagram’s
notification to users when a recipient takes a screenshot of a chat in
vanish mode [15]. Thoroughly examining the user interface, testing
all available features — regardless of their relevance to the study —
and reviewing FAQs ensures that we capture all relevant features
of these social media apps in our analysis.

Identifying privacy- and safety-related controls in social media

apps is quite challenging as they are located in different UI paths in
different apps, and even within an app. We used a set of heuristics
to identify these controls.
(1)  Settings: We examined the settings of each app, focusing pri-
marily on the privacy tab but also reviewing other tabs for
relevant features. The majority of features are found in the
settings, including controls over what information about the
user is shared and how others can interact with the user.

Options: Several privacy and safety features appear as “op-
tions” across various sections of the platform, including mes-
sages, chats, posts, comments, groups, and profiles. However,
there is little standardization in how these options are ac-
cessed; some can be found by swiping left or right and tapping,
while others are revealed by tapping and holding. For exam-
ple, tapping and holding a message on WhatsApp displays its
options, while tapping the three dots on X posts brings up
a list of actions. Additional features are shown when users
perform certain actions, such as adding a friend, following an
account, posting an image, or liking and reposting content.
One example is the option to control the visibility of a post
on Facebook, which is available while writing the post.

(3) Action-triggered features: Some privacy and safety features
are only triggered when specific actions are taken within
the app, without an explicit privacy control for them. For
example, if someone takes a screenshot of a chat, the other
user is notified. We refer to these as action-triggered privacy
features and include them in our analysis.

We tested eight actions for each social media app and
recorded whether any privacy features were triggered: (1)
posting or sending a message, (2) editing or deleting a previ-
ously posted or sent message, (3) typing a message or post, (4)
downloading media content from a post or message, (5) open-
ing and viewing content, (6) taking a screenshot or recording
the screen while the app is open, (7) changing certain options,
such as adjusting the chat auto-deletion time in Snapchat,
which triggers a notification, and (8) previewing the app
through the app switcher screen, an action we observed dur-
ing app testing. We repeated this step each time we added a
new trigger condition to our list. An example of an action-
triggered privacy feature is sending a notification to users
when a screenshot is taken of a chat.
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Category ‘ Description ‘ # features
. s Controls how someone can find the user’s
Discoverability 6
account
Controls who views the user’s account
Visibility information such as posts, comments, and 23
personal information.
Saving & Sharing Limits what information about the user 7
people can share
Limits who can interacts with the user
Interaction by commenting on their posts, send mes- 17

sages, and follow the user account.

Controls user’s actions, discourse of in-
formation and presence, which includes
deleting posts, editing comments, and ex-
iting groups.

Self-censorship

Allows the user to remove and hide con-
tent and interactions by others, such as 5
muting posts and deleting comments.

Content moderation

Logs of interaction done by others, such

Transparency as who recorded the user’s story and who 18
visited their profile.
Reporting ‘ Allows user to report other users. ‘ 5

Figure 2: We report the categories of privacy features, their
descriptions, the number of features under each category.
(4) Paid features: LinkedIn [20], Snapchat [17], Telegram [19],
and X [2] offer additional privacy and safety features for paid
subscribers. We subscribed to these services, repeated the
previous steps, and documented any new features or controls
relevant to user privacy and safety provided through these
subscriptions. For instance, Telegram Premium [19] allows
subscribers to hide that they have viewed others’ stories.

4.2 Experiment Setup

We used two iPhone devices (running iOS 16 and iOS 17, respec-
tively) and a MacBook laptop (running macOS Sonoma 14.2) to
interact with the social media applications. We evaluated the latest
versions of the iPhone apps available on the Apple App Store as
of February 20, 2024. To ensure accuracy, we cross-checked our
findings using the web versions of the apps on the MacBook with
the Safari (v17.2) browser. User accounts were created on each
platform specifically for this research study, and no interaction
with real users took place. Throughout the experiment, our attacks
(see Section 5) were demonstrated on these lab accounts. All ac-
counts were permanently deleted after the completion of the study.
We conducted the survey of privacy- and safety features over
the course of more than a month of active interaction with these
platforms and using the heuristics mentioned before, allowing us
to explore the different Ul paths available for features. Through
this process, we collected 187 unique features from the ten social
media apps. We then consolidated features with similar effects (e.g.,
disappearing messages, images, and videos were grouped as dis-
appearing messages), resulting in 100 features for further analysis.
Full list of features and their groups can be found in Appendix B.

4.3 Categories of Privacy and Safety Features

After collecting 100 unique features, we applied thematic analysis
to categorize them based on the types of privacy and safety threats
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they protect against. One researcher reviewed all the features and
assigned them to categories. Then, using an iterative approach, the
researcher discussed these categories with the other researcher dur-
ing regular meetings as part of a “peer debriefing” process, refining
the categories as needed. Peer debriefing [32, 33] is a method used
to ensure the credibility and trustworthiness of results by providing
an external perspective and revealing potential biases. In peer de-
briefing, the researcher discusses findings with peers who are not
directly involved in the analysis. We ended up with a total of eight
categories of privacy features: Discoverability, Visibility, Saving and
Sharing, Interaction, Self-censorship, Content moderation, and Report-
ing. We also conducted another round of peer debriefing, discussing
these categories with researchers outside the team. We present all
categories, their definitions, and the number of features in Fig. 2
(refer to Appendix B for the full list of features). In Section 5, we
describe these features in detail and discuss their limitations.

5 Analysis of Privacy and Safety Features

We analyzed the privacy and safety features provided by the social
media apps. In this section, we present our findings, discussing
the goals and limitations of these features. We then evaluate the
efficacy of these features against interpersonal attacks in Section 6.

5.1 Discoverability

Discoverability allows users to find acquaintances on social media,
but it can also serve as a means for initiating abuse by finding the
target’s account. We identified different methods through which an
account can be discovered, and users are sometimes provided with
controls to limit who can find their accounts using these methods.

Discoverability by username. Most apps (except WhatsApp) use
usernames as identifiers and as a way to find users on the platform.
Instead of sharing phone numbers or emails, users can share their
usernames to expand their connections. Users have limited control
over discoverability through usernames. Only WeChat offers an
option for users to limit discoverability via their usernames. While
Telegram does not provide such a feature, the app does not require
having a username, so discoverability by username can be prevented
by simply deleting it. However, Telegram does not explicitly state
this, and we discovered it through black-box testing. We assume
many users are unaware of this hidden feature. Thus, with the
knowledge of the username — possibly obtained from other apps —
an attacker can find user’s account in most social media apps.

Discoverability by email and phone number if contact sync-
ing is enabled. None of the apps allow direct discoverability via
email, though many offer a privacy feature to limit discoverability
through email. Regardless of whether this feature is enabled, users
cannot be found by searching for their email addresses; instead,
this feature controls contact syncing. Contact syncing allows users
to upload their contacts’ emails and phone numbers, which the
platform uses to match people who may know each other. If en-
abled, the platform will automatically suggest connections based on
synced emails. Similarly, phone numbers cannot be used for direct
account searches, but the platform will suggest connections if con-
tact syncing is enabled. After syncing, the apps will try to match
users with mutual contacts. The only exceptions are (a) WhatsApp,
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where users can always be found if their phone number is known,
and (b) Telegram and WeChat, where users can choose whether to
allow discoverability via phone numbers.

Discoverability via QR codes. We found that nine apps (except
X) provide QR codes for sharing account information. Among these,
only WeChat allows users to disable discoverability via QR code,
and only WeChat and WhatsApp support resetting the code. Also,
OR codes are typically not located under the settings tab, making
it difficult for users to easily find and manage them. If a QR code
is publicly shared, it can lead to spamming through friend and
message requests, even if the account is non-discoverable through
other means, such as a username. While we are not aware of any
QR-based attacks on social media, they are feasible and could be
exploited by attackers. Allowing users to reset QR codes and restrict
who can add them via QR code is essential to prevent harassment.

Discoverability via suggestions. Aside from WeChat and What-
sApp, all other social media apps rely on suggestions to help users
expand their connections. We found that users have limited con-
trol over these suggestions, raising privacy concerns for targets
of interpersonal attacks. As previously mentioned, many social
media apps use contact syncing to match people who may know
each other. However, contact syncing is not the only method for
generating suggestions; many apps rely on factors such as name,
location, and personal information like job titles on LinkedIn or
schools on Facebook to suggest contacts.

We found that only Snapchat and Telegram provide users with
clear options to opt out of suggestions. However, even in these apps,
the option to disable discoverability via suggestions is not available
during account creation, requiring users to navigate the settings to
turn it off afterward. In contrast, users cannot fully hide from sug-
gestions on Facebook, Instagram, LinkedIn, Pinterest, TikTok, and
X. During our experiments, we found that these apps can identify
people known to the user even if the user does not link their phone
number or uses a fake email (implications discussed in Section 7).
The lack of transparency and control over these suggestion algo-
rithms can lead to confusion and undermine users’ agency, while
also allowing attackers to find their targets’ accounts.

5.2 Visibility

Visibility features allow users to control who can view information
related to their accounts, such as posts, comments, and profile
details. These features help users manage and limit what others can
“see” about them. Visibility is the second layer of privacy to address
after discoverability, as it controls the information displayed to
users who have already found the account. We identified three
distinct visibility features for accounts.

Visibility of account: public vs private. Most social media plat-
forms, excluding instant messaging apps like WeChat, WhatsApp,
and Telegram, allow users to switch between public and private
accounts. In a public account, profile information and public posts
are visible to anyone, whereas in a private account, the account is
only visible to approved followers. When creating a new account,
Facebook, Instagram, LinkedIn, Pinterest, TikTok, and X automati-
cally set it to public by default, requiring users to manually change
the settings to make their account private. Users may not realize
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that their accounts are public by default, making much of their
information visible to others, which gives attackers a greater op-
portunity to collect data about their target. Facebook does not offer
an option to make an account completely private; however, users
can adjust various visibility settings, such as hiding their name
and current city, to effectively reduce account visibility. While this
provides fine-grained control, it can be challenging to use, as users
must navigate multiple settings to fully make their accounts private.
In contrast, all new Snapchat accounts are private by default, and
users can choose to make them public after registration, prioritizing
user privacy and offering better protection against interpersonal
attackers. However, Snapchat allows users to share their location
indefinitely with all friends or some of them on the platform. Prior
work [45, 68, 69] has identified several instances of Snapchat loca-
tion sharing being abused in the context of interpersonal attacks.

Visibility of stories and posts. Users can share text, images,
and videos on social media platforms, commonly referred to as
posts. In 2013, Snapchat introduced the concept of “stories” (also
called “status” by WeChat and WhatsApp), which allows users
to upload temporary posts to their profiles. Since then, all but
LinkedIn, Pinterest, and X have adopted the story feature. In fact,
both LinkedIn and X (formerly Twitter) previously offered stories,
but these features have been discontinued [53, 70].

We found that controlling the visibility of stories is significantly
different from controlling the visibility of regular posts. All apps
offering stories, except TikTok, allow users to exclude specific indi-
viduals from viewing their stories. TikTok users can only choose
between sharing with everyone, friends, or only themselves. In con-
trast, apps provide less control over the visibility of posts. Among
the seven apps with posts, Facebook, LinkedIn, TikTok, WeChat,
and X allow users to limit who can view a specific post. The only
exception is WeChat, which allows users to exclude specific individ-
uals from seeing posts. For Instagram and Pinterest, the only way
to control post visibility is by switching to a private account, which
only hides posts from non-followers. The lack of fine-grained con-
trol over post visibility can be particularly challenging for targets
of interpersonal attacks, especially when the abuser is a “friend”
on the platform and cannot be removed for fear of escalation — a
common scenario in cases of intimate partner violence (IPV) [41]. In
such situations, the target cannot exclude the attacker from viewing
their posts without also impacting other followers.

Visibility of connections. Users can control who can see their
connections (also known as contact list, friend list and follower list)
on social media apps. We found that Snapchat, Telegram, WeChat,
and WhatsApp do not display friends publicly. Among the remain-
ing six apps, only Facebook, LinkedIn, and TikTok allow users to
hide their connections from non-friends. For Instagram, Pinterest,
and X, the only way to hide connections is by switching to a private
account, which only hides the list from non-followers. Thus, even
if the attacker is not on the target’s friend list, they may still be
able to monitor the target’s connections.

5.3 Saving and Sharing

Nearly all social media apps allow users to share content from
other users, either on their own profiles, through private messages,
or outside the platform by downloading or screen capturing the
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Figure 3: Screenshots of features implemented by Telegram
and WhatsApp to prevent screen capture. Telegram prevents
taking screenshots and recording stories, secret chats, and
disappearing media, while WhatsApp only prevents taking
screenshots and recording disappearing media.

(a) Actual chat
Figure 4: This figure shows the automatic blurring feature
found in Snapchat and Telegram (Section Section 5.2). Screen-
shot (a) shows the chat within Snapchat itself, and (b) shows
the same chat blurred when previewed in i0S’s App Switcher.

(b) Screen in App Switcher

content. While this is generally desirable, it can be harmful in
interpersonal attack scenarios.

Sharing posts and stories. Facebook and TikTok users can re-
strict others from sharing their posts to stories, while Instagram
users can prevent others from sharing their stories through mes-
sages. Apps like WeChat and WhatsApp do not allow story sharing
at all. On Telegram, users can share others’ stories in messages, re-
post them, and share them outside the app via a link. Story sharing
can be prevented by disabling screenshots within Telegram, though
the option does not explicitly state that disabling screenshots also
prevents story sharing.

We observed message forwarding is not allowed in Telegram’s
secret chats [12], which are encrypted chats designed to preserve
privacy, and in Instagram’s vanish mode [15], a mode where mes-
sages are automatically deleted after leaving the chat. Facebook
also offers an encrypted chat called secret conversation [18], which
restricts forwarding if disappearing messages are enabled (this fea-
ture is disabled by default). LinkedIn, Snapchat, TikTok, WeChat,
and WhatsApp do not prevent message forwarding, while Pinterest
and X do not allow forwarding by default.

Providing users with full control over what can be shared and
with whom is a crucial aspect of privacy. Currently, platforms allow
attackers to share information from targets’ accounts, including pri-
vate messages, posts, and stories, without fine-grained restrictions
or meaningful notifications for the targets.

Sharing and saving media. Users can generally download images
and videos, but we found that some apps limit this feature, primarily
for videos. Facebook, LinkedIn, and Pinterest prevent users from
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downloading videos shared on timelines, while Instagram, TikTok,
and X allow users to disable video downloads. All apps allow video
downloads in chats, except for LinkedIn and Pinterest. We found
that Instagram disables downloading images and videos shared
in vanish mode, while users can download media in Facebook’s
secret conversations and Telegram’s secret chats. Telegram users
can further protect their images and videos by sending them as self-
destruct messages, which are limited by time or number of views.
Similarly, Facebook, WhatsApp, and Snapchat protect disappearing
images and videos from being downloaded. However, Snapchat
users can choose to allow others to save their Snaps (the term for
disappearing images and videos in Snapchat), although this feature
is disabled by default.

While many users may not see this as a risk, it is essential to
offer the option to protect all media from being saved, not just
disappearing media. Enforcing this feature by default is crucial for
ensuring better privacy, especially for users who may be unaware of
potential attackers. Additionally, targets may wish to control older
media shared with an attacker; however, most apps currently do
not provide a way to protect older media from being downloaded.

Preventing screen capture. We found that Telegram and What-
sApp have features that prevent people from capturing information
about others. Telegram prevents screen capture for secret chats,
protected stories, and disappearing messages (self-destruct). When
a user attempts to screenshot a secret chat or disappearing image,
the app hides all messages and displays a blank chat or background.
For stories, the app shows a message indicating that the user has
been blocked from capturing. For disappearing videos, Telegram
freezes the video when someone tries to record the screen, pre-
venting it from being captured. WhatsApp, on the other hand, only
prevents screen capture for disappearing images and videos and
does not offer protection for chats or stories. Illustrative screenshots
are shown in Fig. 3. Facebook, Instagram, and Snapchat allow users
to capture disappearing messages, which defeats the purpose of
these features. Users have no way to prevent others from recording
and sharing the information.

App screens can also be captured in app switcher, which is the
screen that allows users to view all the currently running apps and
switch between them. Snapchat and Telegram prevents screen cap-
ture even in app switcher by automatically blurring the screen, but
they implement it differently (illustrated in Fig. 4). Snapchat blurs
all chats, images, videos, and stories (excluding profiles and Snap
Map), and this cannot be disabled by users. Telegram, however, only
blurs content in secret chats, where screenshots are also disabled,
to protect the information.

This blurring effect is not automatically enforced by operating
systems; it is implemented on the desired pages within the app.
Such features deter someone from secretly capturing chats or media
without triggering any notification (discussed in Section 5.6).

5.4 Self-censorship

Users, especially those experiencing online abuse, may want greater
control over what they share to protect their privacy and safety.
Self-censorship refers to the intentional act of controlling one’s
actions and the disclosure of information to others. This can also be
exercised by permanently or temporarily deleting accounts [22, 64].
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Targets of interpersonal attacks often engage in self-censorship
both in general [43] and on social media [34], frequently driven by
fear [13, 14, 35, 40, 59]. We discuss three different types of controls
for users to self-censor on social media.

Hiding profiles (instead of deleting). All apps, except Tele-
gram and WhatsApp, allow users to temporarily deactivate their
accounts and reactivate them later. Users can hide their Snapchat
and X accounts for up to 30 days, after which they are deleted if
not reactivated. The other six apps allow users to reactivate their
accounts at any time. Telegram and WhatsApp only support per-
manent account deletion. However, Telegram also allows users to
set an inactivity period (e.g., 1 year) for automatic account deletion.
When experiencing digital abuse [27, 30, 41], users may prefer to
temporarily hide their profiles rather than permanently delete their
accounts and create a new one. Thus, features that allow users to
hide or temporarily delete their accounts are important, as they

support users’ “right to delete” their personal information [4].

Changing personal information. While all apps allow users to
change their usernames and full names, some impose restrictions.
Facebook allows users to change their full names once every 60 days.
Instagram usernames can be changed twice every 14 days, while
Snapchat and WeChat usernames can only be changed once per
year. Restricting users from changing this information could harm
targets by preventing them from hiding their social media presence.
Allowing these changes serves as a preventative measure against
attackers who already know the target’s account. By modifying
their names and usernames, targets can make it more difficult for
attackers to find their accounts.

Deleting and hiding previous posts, stories, and messages.
Apps offer various mechanisms for managing previously published
posts (and comments), stories, and private messages. All apps allow
users to edit their posts without restriction, except for X, which only
allows premium users to edit posts within 30 minutes of publishing.
In contrast, apps are less flexible with stories; only Telegram and
WeChat allow users to edit their stories after posting.

We observed a significant discrepancy in message editing mech-
anisms across apps. Nearly half of the social media platforms (Pin-
terest, Snapchat, TikTok, and X) do not allow users to edit sent
messages. Some apps permit message editing within a specified
time frame: Facebook, Instagram, and WhatsApp allow edits within
15 minutes of sending, while WeChat allows edits only within the
first two minutes. The number of times a message can be edited
also varies: Facebook and Instagram limit users to 5 edits, while
Telegram, WeChat, and WhatsApp allow unlimited edits.

None of the apps impose restrictions on deleting posts and sto-
ries; users can delete them at any time. However, some apps limit
the deletion of messages. WhatsApp messages can be deleted from
the recipient’s chat within two days of sending, while LinkedIn al-
lows deletion within 60 minutes (the same limit applies to message
editing). Similarly, TikTok messages can only be deleted within the
first 3 minutes, and WeChat messages within the first 2 minutes.
Interestingly, Telegram offers a unique feature: users can delete an
entire chat from the recipient’s side, not just individual messages,
with no time limit on this feature.
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5.5 Interaction

Social media applications offer various forms of interaction between
users, such as commenting and following. For our purposes, we
define interaction privacy features as those that allow users to con-
trol who can communicate with them and restrict specific actions
such as commenting and following. In this section, we describe the
most notable interaction privacy and safety features we found on
the ten platforms.

Controlling who can connect. Although connecting with others
is one of the primary purposes of social media applications, in
certain situations — such as for targets of interpersonal abuse —
users may want to limit these interactions to protect themselves
from abuse. Social media apps offer various controls for managing
connections. Some apps limit who can send friend requests; for
instance, Facebook and LinkedIn allow users to restrict requests
to people with a direct connection. Both apps also provide options
to limit who can follow a user. WeChat users can choose to hold
friend requests and manually approve them, rather than having
requests automatically approved. Also, users can control how others
are able to add them. For example, they can prevent others from
adding them via a “contact card”, which refers to the user’s contact
information when shared by friends. Moreover, WeChat users can
block people from adding them to shared groups or through QR
codes, a privacy feature not available in any other app.

We also found that some privacy features allow users to prevent
others from adding them to groups. This was observed in Instagram,
LinkedIn, Telegram, WeChat, and WhatsApp. In contrast, other
apps allow anyone, including non-friends, to add users to groups
without restrictions. The only exception is TikTok, which only
allows friends to add each other to groups, though it does not offer
a privacy feature to restrict friends from doing so.

Blocking and restricting users. The most common form of re-
striction is blocking, which prevents blocked users from sending
messages, friend requests, and from viewing, liking, or commenting
on posts. All apps have implemented some form of user blocking.
Some apps explicitly inform users when they have been blocked.
For example, X displays “You’re blocked” when a blocked user visits
the blocker’s profile. In contrast, Pinterest, Telegram, and What-
sApp do not explicitly notify users; instead, they hide the blocker’s
profile picture and bio. In addition, Telegram displays “last seen a
long time ago” under the blocker’s name. Other apps — Facebook,
Instagram, LinkedIn, Snapchat, and TikTok — hide the blocker from
the blocked user, making it appear as if the account was deleted.
The blocker also disappears from the contact list, followers, and
following lists. WeChat, however, does not hide the blocker or
their information. Instead, if the blocked person tries to send a
message, they receive a notification stating that the message was
“successfully sent but rejected by the receiver”.

Facebook and Instagram allow restricting users [3, 7, 11]. On
Facebook, users can be added to a restricted list, which limits them
to viewing only public posts [3]. Additionally, users can be restricted
on Facebook Messenger, muting all calls and messages from the
restricted person. On Instagram, restricting users includes several
features, such as hiding their comments so that only the restricted
person can see them [7]. These restrictions can be more beneficial
than blocking for targets who are vulnerable to an escalation of
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abuse, especially in cases of intimate partner violence (IPV) which
involves physical abuse [28].

Limiting interactions. Social media apps offer a variety of ways
for users to control how others can interact with them. Users can
limit who can call, message, send voice and video messages, men-
tion, tag, and comment on their posts. However, these features are
not uniformly available across the apps we tested. The most com-
mon feature is the ability to limit who can comment on posts, which
is available in all apps except WeChat. This feature typically comes
in two forms: (a) turning off comments on specific posts entirely,
or (b) preventing comments from certain groups of users, such as
non-followers. The first option is the most common, implemented
by five of the seven apps that allow restrictions on comments.

Instagram allows users to block comments from specific indi-
viduals, which is particularly helpful in abusive situations, as it
prevents comments from a particular person without restricting
others. Snapchat, on the other hand, offers a robust way to manage
comments on Spotlights [21] (a feature similar to Reels on Face-
book [10] and Instagram [9], and TikTok videos). Users can choose
to automatically approve comments posted on a Spotlight, manually
review all comments, or selectively review some of them.

Social media interactions can be exploited by attackers to spam
and harass targets. Therefore, having control over these interactions
is essential for preventing and combating interpersonal attacks.

5.6 Transparency

We refer to features that focus on the visibility of actions conducted
by other users as “transparency”. These features provide a log of
interactions performed by others on the app that relate to the
target user’s account. While transparency features often do not
have explicit controls, we analyze them as an important privacy
aspect of social media apps. We identified three main types of
transparency features offered by these platforms.

Record of who viewed stories, posts, and profiles. Many social
media platforms inform users about who has viewed their content,
such as stories, posts, and profiles. All social media apps, except
WeChat, notify users about who viewed their stories, regardless of
whether the viewer is on their friend list. Users generally cannot
hide the fact that they have viewed someone else’s story, except for
Telegram users with premium accounts.

Profile-visit transparency is less common among apps, with only
LinkedIn and TikTok offering this feature. LinkedIn always logs
profile visits; however, users can choose to hide their information,
including their name and profile, when viewing someone else’s
profile. In contrast, TikTok allows users to visit profiles secretly,
but when they hide their presence, they lose the ability to see who
visited their own profile. Similarly, post views are logged on TikTok
and can be hidden from others, but this also prevents the user from
seeing who viewed their posts.

These features are useful for targets being stalked or monitored
on social media paltforms, as they alert targets and allow them to
collect evidence of abusive behavior.

Record of actions. Transparency features extend beyond views
to include actions such as reading chats, typing, editing posts, and
deleting messages. Some of these actions are logged temporarily;
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for example, an indicator appears when a contact is typing and
disappears once they stop. Other actions are permanently logged.
For instance, editing messages leaves a flag in all apps, indicating
that a message was edited. Similarly, when a message is deleted,
some apps notify the receiver that the message was removed.

Attackers could tamper with chats by editing or deleting their
own messages to manipulate the conversation against targets. Sim-
ilarly, they could tamper with their comments on the target’s posts.
Permanent logs help ensure that any modifications are traceable,
protecting targets from such tampering.

Notification of capturing the screen or saving media content.
In Section 5.3, we discussed how Telegram and WhatsApp detect
when a user tries to capture the screen by taking a screenshot or
recording it, and how they prevent these actions. Other apps use
similar detection mechanisms but, instead of preventing the capture,
they inform the user that their screen has been captured. Snapchat
is well-known for this feature, notifying users when their story,
chat, or profile is captured. Snapchat also detects when someone
downloads media shared by others and sends a notification to the
user. In addition to Snapchat, screen recordings and screenshots are
detected and flagged by Instagram’s vanish mode and Telegram’s
secret chat. Facebook Messenger has a similar feature implemented
in secret conversations, which is triggered only when disappearing
messages are enabled. With such notifications, attackers may be
deterred from capturing screens or saving media, especially when
combined with the blurring effect discussed in Section 5.3.

5.7 Content moderation

Content moderation is a well-known process that allows users to
remove or hide content shared or written by others [5]. To promote
healthy interactions among users, social media platforms must
provide a range of controls for moderating interactions through
posts and comments. Surprisingly, we found that social media apps
offer only a limited number of content moderation features.

Hiding and filtering unwanted content. Apps provide two main
ways to hide content: (a) explicitly hiding and muting users, and (b)
muting specific words chosen by the user. The first method primar-
ily involves disabling notifications from the muted user and hiding
their content from the timeline or messages on the main page. In
contrast, the second method, available in only five apps, allows
users to mute specific words, which hides posts, comments, or mes-
sages containing any of the muted words. Additionally, LinkedIn
offers the option to hide profile photos of other members. Users can
choose to hide all profile pictures, show pictures of connections and
people within their network, or display all pictures. These features
can help targets prevent harassing comments from attackers.

Removing comments and group messages. Social media apps
allow users to delete comments from their posts and messages from
group chats. These features are essential for protecting against
spammers and harassers. We found that all apps allow users to
delete comments, except X, which only allows users to hide com-
ments. While deleting comments is widely supported, we observed
less support for group message moderation. Although all apps al-
low the creation of group chats, only Telegram and WhatsApp give
admins control over messages sent in their group chats. Facebook



Analysis of Social Media Privacy Features

Proceedings on Privacy Enhancing Technologies 2025(2)

Report category n in ? & 4 ¢ % © X # attacks succeeded

Harassment v v Vv Vv VvV X Vv Vv X V Attack tasks AttaCk, Avg. Median  Onall

Threats X X v v v v X X X scenarto perapp Pperapp apps
Spam v Vv Vv VvV VvV VvV V VvV X V Di h , fr-default - - -
Fake account Vv vV V X X X X X X ¥ (11)522::51; e tar%eizcso 320;? nf-default 7.0 8 4
Data leakage X X X v v v v X X Vv ¢ ‘C8s fr-secure - - -

arget through a shared group)
Impersonation v v v v Vv X Vv X X nf-secure 5.6 7 0
Detailed report X v X X X v X X X X Collect and monitor fr-default 17.2 18 16
+ Report category is included X Report category not included. information about the target nf-default 15.2 16 1
(30 attacks: e.g., secretly fr-secure 13.2 14 5
Figure 5: The categories in which content can be reported for screenshot profile information) | nf-secure 12.1 13 4
each app, and whether detailed reports can be submitted. o default 0 5 ;
. . r-defau X
. . tSharet 11;fot1rtmzi<tlf)n abo;llt thfh nf-default 2.0 3 0
offers two types of group chats: typical group chats and community arget (7 attacks: eg, sharethe | o~ 1.9 3 0
. . target’s posts outside the app)
chats (linked to Facebook groups). In typical group chats, the ad- nf-secure 05 0 0
min has no control over the content, whereas in community chats, Make unwanted fr-default 85 9 9
admins have more control over the shared content. In some cases, communication with the target | nf-default 7.2 8 4
the attacker might be in a shared group with the target, and if the (12 attaCk;: e.g., spam the fr-secure 6.0 6 3
. . target wit ti 3

attacker has admin permissions, they could harass the target by arget with mentions) nf-secure >1 6 3

removing them from the group or deleting their messages.

5.8 Reporting

We identified five reporting features in social media apps: reporting
an account, reporting an entire chat, reporting a single message,
reporting posts, and reporting stories. All apps offer at least three
reporting features, except WeChat, which limits reporting to ac-
counts and chats, and Telegram, which only allows reporting stories
(shown in Fig. 8). Only Facebook, Instagram, TikTok, WhatsApp,
and X provide reporting options for all applicable cases.

To better understand the reporting features provided by social
media applications, we reviewed the options available under these
features to identify the types of actions and information that can be
reported. We aggregated the relevant categories in Fig. 5. Categories
such as misinformation, drugs, and fraud were excluded as they
are not relevant to our study of privacy features and interpersonal
attacks. We only included categories explicitly mentioned in the
apps and did not make assumptions about what they might support.

We observed that harassment and spam are the main categories
supported by social media platforms, likely due to their prevalence.
Reports of impersonation are also well-supported by most apps,
except for Telegram, WeChat, and WhatsApp. Only half of the apps
support reports related to threats and data leakage, and even fewer
provide options to report fake accounts.

WhatsApp does not support explicit or detailed reporting; it
only accepts general reports. More concerning is that most apps do
not allow users to provide detailed information with their reports,
limiting them to selecting from predefined categories without the
option to explain the reasons for their report.

6 Efficacy of Privacy Features against
Interpersonal Attacks

Experiment set up. We created between three and six accounts
on each social media platform specifically to evaluate the efficacy of
these attacks. One account on each platform was always designated
as the target, while the attacker could create one or more accounts
on the platform as needed. We used different IP addresses located
in the United States and different devices for the target and the
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Figure 6: We report the attacker’s goals, the number of attack
actions we considered that can help achieve that goal, and
an example attack. Then, for the four threats, we report the
average and median of the number of attacks that succeeded
(rounded up) and the number of attacks that succeeded for all
apps. nf represents non-friend and fr represents friend, and
both cases are either under default or secure configurations.

attacker to simulate a scenario where the attacker and the target do
not live together. This step was necessary to prevent social media
suggestion algorithms from using IP-level information. For the
target’s account, we set up a profile with basic information, created
small groups, and uploaded content such as posts and stories as
needed for the experiments.

In our simulation, we assume the attacker begins with a single
account to conduct the attacks and creates additional accounts
(no more than five in total) as needed. Some of these additional
accounts were created to test the efficacy of blocking. We first
conducted experiments with the target account set to the default
privacy configurations, where the attacker was a friend of the target.
Then, we tested the non-friend scenario, followed by the scenario
where the attacker was explicitly blocked by the target. Afterward,
we repeated the same experiments with the target account set to
the secure configuration, following the same sequence of attacker
scenarios. For each setting, we simulated each attack by following
a series of steps for each social media application and recorded
whether the attacks succeeded or failed. To prevent the attacks we
demonstrated from being misused in practice, we do not release
the specific attack steps anywhere.

Ethical considerations. Our study did not require IRB approval,
as no human subjects were involved. All experiments were con-
ducted on lab accounts created specifically for this study, and we
refrained from testing interactions that would require the partic-
ipation of other users. We deleted all accounts upon completion
of the study. Also, we did not test any abuse reporting features,
as this could involve human reviewers. We manually conducted
the attacks, relying solely on the provided user interface, external
devices, and tools. None of our methods exploited security vulnera-
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bilities, ensuring that our experiments had negligible impact on the
apps. Our results cannot be used to compromise, overload, deny, or
negatively affect these platforms or their services in any way. While
the information we gathered is publicly available, we have deliber-
ately refrained from sharing specific details of our attack methods
to prevent potential abusers from replicating them to monitor or
harass victims. Our goal is to provide insights into the effectiveness
of privacy features and their limitations, helping to improve these
features and reduce the range of possible attacks.

We report the highlights of our attacks and refrain from dis-
cussing details on how these attacks were conducted for ethical
reasons. All experiments were conducted in 2024 from February
1st until February 20th.

Overall attack efficacy. As shown in Fig. 6, a large number of
attack actions are successful on social media platforms under de-
fault configurations. Even after securing the account, a significant
number of attacks still succeeded. For instance, out of 30 attack
actions aimed at collecting the target’s information, an average of
17.2 attacks succeeded for friends under default settings (when the
target is most vulnerable), dropping to 12.1 under the most secure
configuration. This suggests that despite securing the account by
removing the attacker or adjusting settings, many attacks remain
plausible for all attack tasks except information sharing. For sharing
attack actions under the most secure configuration, a median of 0
successful attacks was observed across platforms.

Discovering accounts is feasible even with most secure con-
figurations. As described in Section 4, a non-friend adversary
must first discover the target’s account in order to launch attacks.
Under default configurations, an average of 7 attacks per app were
successful, as shown in Fig. 6. When the target’s account was set to
secure, the average number of successful attacks slightly decreased
to 5.6 per app, which is still high in the context of interpersonal
attacks. Regardless of the account’s configurations, the attacker can
always discover the target’s account on all apps, except for WeChat,
if they know the target’s username from other platforms. Simi-
larly, attackers can always discover the target via their first and last
names on all apps, except for Telegram, WeChat, and WhatsApp.

We found that QR codes are generally insecure because they are
directly linked to the target’s account. Only WeChat and WhatsApp
allow QR code resets, preventing attackers from using an old QR
code to find information about the target.

Additionally, suggestion algorithms introduce significant risks
to targets by helping attackers find people they know with minimal
effort. All apps that support user suggestions fail to protect against
discovery attacks, even when the account is secured. Attackers can
use known information, such as the target’s university or city, and
contact syncing to locate their targets, and targets generally cannot
prevent being suggested to others.

Variety of information can be collected. Attackers aim to col-
lect data about the target by monitoring their profile and interac-
tions. We tested 30 different attacks as described in Fig. 6; these at-
tacks focus on collecting information generally accessible to many
users (e.g., profile picture), rather than private information like
chats with other individuals. Once the attacker discovers the tar-
get’s account, they can access it across all 10 apps, regardless of the
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configurations, and view additional information about the user. For
example, attackers can always see the target’s first and last name,
and in most apps, they can also view the profile picture and bio.
Only WhatsApp and Telegram can prevent the attacker from ac-
cessing this information under secure configurations. Information
such as connections, posts, and comments is generally visible to
attackers; however, it can be hidden if the account is secured.

Under secure configurations, if the attacker is not a friend of
the target, they cannot view stories on any app except Instagram,
which allows all users to view stories unless the user restricts the
audience. Once added as a friend, the attacker will be able to view
any story. However, in all apps, targets can secure their stories
by restricting the attacker from viewing them. Similarly, attackers
can access posts and comments even if they are non-friends. If the
account is private, only attackers who are friends can access these
posts, and some apps provide the option to exclude attackers from
viewing posts, but not comments.

On LinkedIn, attackers can view all of a target’s interactions.
These interactions are summarized under the “all activity” tab,
which cannot be hidden from other LinkedIn users. This tab dis-
plays all reactions to posts, comments, and public posts (including
images and other information) made by the target. Additionally,
under default configurations, an attacker can view all of the target’s
activity without even logging into the app.

Among the data attackers seek to collect, phone numbers and
emails are generally hidden by apps. Only LinkedIn shows emails
and Telegram shows phone numbers, but this is limited to friends
under default configurations. Attackers can always access the tar-
get’s phone number on WhatsApp, but this is expected, as What-
sApp relies on phone numbers as unique identifiers. Other informa-
tion, such as the online status indicator, cannot be viewed in most
apps if the account is secured, and it is hidden from non-friend
attackers under default configurations in many apps.

Circumventing transparency features can be achieved with
simple tools and methods. As discussed in Section 5.6, trans-
parency features can detect when a user reads a chat, captures
the screen, downloads media, and more. However, we found that
collecting data and monitoring the target is relatively easy due to
the lack of robust transparency features across most social media
apps. Transparency features are important because they introduce
challenges for attackers. For example, if an attacker tries to capture
the screen on Snapchat, the target will be notified of this action.
However, attackers can circumvent these transparency features,
and the easiest way for them to do so is by using a second phone to
capture the screen, which can also bypass features shown in Fig. 3
and Fig. 4. Although the quality of captured images and videos is
lower than those taken with built-in features, attackers can still
secretly save the desired information.

Another method we found is through dual-use apps [27] that
allow attackers to download stories secretly. Additionally, attack-
ers can use built-in features or dual-use apps designed for screen
mirroring, enabling them to mirror the app’s screen to another
device, such as a laptop, and then record or take screenshots of
the mirrored screen. This approach avoids triggering transparency
features. Lastly, attackers could root their device to bypass these
features, though this falls outside the scope of our threat model.
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Attackers can also hide that they have viewed messages by sim-
ply adjusting their privacy settings. For stories, anonymous viewing
can be done using built-in features (paid on Telegram and free on
TikTok), external apps (for Snapchat and WhatsApp), or airplane
mode (for Facebook and Instagram).

Unwanted content sharing cannot be prevented easily. Shar-
ing the target’s posts and stories cannot be prevented under default
configurations if the attacker is a friend. If the target’s posts are
visible to the attacker, they can always repost them, as most apps do
not offer a feature to limit reposting (except for WeChat, which does
not allow reposting). Even if such a feature exists, the attacker can
simply capture the screen and then share it with others. Attackers
can also share posts within apps as direct messages to other users
or as links that can be accessed outside of these apps. Similarly,
attackers can share stories within the app using built-in sharing
features or by generating links provided by most apps. Additionally,
attackers can record the screen and share the target’s story. Tele-
gram is the only app that successfully prevents most story-sharing
attempts, but this is effective only when screenshots are disabled
within the app. However, if the attacker uses a second device or
dual-use apps (e.g., screen mirroring apps), they can still capture
and share the story (as discussed later in this section). Many of these
risks also apply to followers — users with a one-way connection
to the target. These attacks can be mitigated by hiding posts and
stories from the attacker.

Blocking attackers limit most if their interactions.. Blocking
users limits their interactions and restricts the information they
can view. Similar to the threat models for friends and non-friends,
we explored what information is accessible to an interpersonal
attacker logged into their blocked account and how restricted their
interactions are under both default and secure configurations. We
found that the threat model of a blocked attacker generally remains
the same under both default and secure configurations for most
apps. On Facebook, Instagram, LinkedIn, Snapchat, and TikTok,
blocked attackers will see that the target’s profile no longer exists.
In contrast, on X, users will be explicitly notified that they have been
blocked if they visit the target’s profile, and on Pinterest, if they try
to follow the target or repost their content. Attackers on Telegram,
WeChat, and WhatsApp will not receive an explicit notification or
see that the target’s profile has been removed. Instead, on Telegram,
they will see that the user has been inactive for a long time. On
WeChat, they will receive a notification when trying to send a
message, indicating that the message failed to send. On WhatsApp,
all user information will be hidden from the attacker, but the profile
itself will remain accessible.

Once blocked, attackers will not be able to send private messages
to targets or view and interact with their content (with the exception
of Pinterest, which does not hide the user’s posts)®. On X and
Pinterest, attackers can still view certain information, such as the
user’s ID, name, and profile picture. If both the target and the
attacker are in a shared group, the attacker may still be able to
view the target’s messages and interact with them. For instance,
on Facebook, attackers can join group calls with the target and
view their messages, although messages sent by the attacker will

3In a new update after our experiment, X started to show posts and comments of the
blocker to blocked users.
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be hidden from the target. Other apps, such as WhatsApp, do not
restrict the interactions of blocked attackers with targets in shared
groups at all. Failing to fully isolate the attacker, even after being
blocked, introduces significant risks to targets.

Creating new accounts bypasses blocking. Blocking can pre-
vent many interactions with harassing users, as it stops them from
viewing posts, commenting, sending messages, and engaging in
other interactions. However, attackers can easily circumvent block-
ing by creating new accounts. Social media platforms have at-
tempted to address this issue by enforcing verification processes.
However, attackers can easily create temporary email addresses
online to set up new verified accounts. Additionally, many services
provide virtual numbers that attackers can use for account verifica-
tion. When we tested free virtual numbers, most failed due to high
demand. However, when we rented virtual numbers, which can
be as inexpensive as $5, they worked for all apps requiring phone
verification. In many cases, attackers do not even need phone veri-
fication, as most apps allowed attackers to interact with other users
once the attacker’s email is verified.

On Instagram, when a user blocks someone, all of that person’s
current accounts, as well as any accounts they may create in the
future, are supposed to be blocked, as claimed by the app. However,
we found that this feature does not work perfectly. We tested this
feature by creating three accounts for the attacker and blocking one
using the target’s account. As a result, the other two accounts were
also blocked since all three were connected to the same device and
verified using the same phone number. We then created three new
accounts: one using Safari’s private mode on the first device (the
equivalent of Chrome’s incognito mode), one on the Instagram app
on the same device after deleting and clearing its data, and one on a
second iPhone. For all these accounts, we used new emails that were
not linked to the original three?. Using these methods, the attacker
was still able to contact the target and continue harassing them.
We tested linking the new accounts to the old ones to see if they
would be automatically blocked, but none of the new accounts were
blocked. We observed that other accounts owned by the attacker are
automatically blocked only if they are already linked to the blocked
profile or if the attacker creates a new profile using an Instagram
app or browser session connected to the blocked account. This
shows that blocked attackers can simply create new accounts to
continue harassing and monitoring the target.

7 Discussion

We found that current social media privacy and safety features lack
consistency and fall behind in protecting users from interpersonal
attacks (Section 5). Platforms can take several steps to improve the
safety and privacy of users, especially those who are experiencing
interpersonal violence.

Transparent and controllable user-matching process. Some
platforms rely on more than just emails and phone numbers to
match users and help them discover people they may know (dis-
cussed in Section 5.1). Users are not informed about the specific
information used for this matching process, nor are they given con-
trol over it, raising concerns about the privacy practices of these

“Instagram allows users to link multiple accounts together under “Accounts Center” 1]
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platforms. Therefore, it is essential for these platforms to be trans-
parent about the data used for matching users and to provide users
with control over this process, allowing them to protect themselves
from potential attacks.

Fine grained control over interactions. Apps lack fine-grained
control over certain privacy features. For example, many apps do
not allow users to exclude specific users from viewing posts; instead,
they must choose between making the post public for everyone or
private for their connections. Such coarse-grained control can neg-
atively impact the user experience. For example, a content creator
may not want to switch their account to private, as it would limit
their reach as a content creator.

Additionally, attackers can evade blocking by simply creating a
new account. While some apps, such as Instagram, attempt to block
all accounts created with the same email or phone number, many
social media apps do not. Creating accounts using temporary email
addresses or phone numbers is also possible, underscoring the need
for better user verification by social media apps. Also, as discussed
in Section 6, blocking in some apps fails to eliminate some risks
because it does not completely limit all interactions between the
attacker and their target. We believe that limiting all interactions
of the blocked is needed, but introducing such blocking might be
challenging especially in the context of shared groups.

Finally, we believe that features that restricting users, which is
implemented by Facebook and Instagram as discussed in Section 5.5,
is beneficial in many contexts and should be widely adopted. For
example, in a domestic violence context where the attacker and
target live together, blocking might result in escalation of violence.
Thus, restricting features that does not alarm attackers are crucial.

Streamline privacy management. We observed several limita-
tions of privacy and safety controls across all apps. For example,
apps do not allow adjusting discoverability features during account
creation, thus leaving a window of time between account creation
and changing account discoverability settings when an attacker can
discover a user’s account. Moreover, even when users wish to keep
their account secret, app contact suggestions can inadvertently
advertise the target’s account to the attacker due to shared email,
phone numbers, mutual friends, or location.

Social media users often struggle to manage their privacy set-
tings [47-49], and the lack of standardized labeling across platforms
can further complicate this process, as users must learn to navigate
each app independently. While privacy checkups implemented by
some apps, such as Facebook [6], may assist users, these checkups
do not cover all the privacy and safety features we identified.

Thus, we propose an account privacy management framework to
simplify and standardize the process of configuring user privacy
settings. During account creation, users would first be prompted
to manage their discoverability settings, as being easily discovered
can lead to other privacy risks. Next, they would be asked about
their visibility settings, such as whether to make their account
private. Then, users would configure what information others can
share and how people can interact with them, including who can
comment on posts, send direct messages, and add them to groups.
We believe this framework will encourage users to manage their
privacy settings and guide them efficiently through complex config-
urations. Additionally, it will increase awareness of various privacy
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settings, as users are often unaware of the security and privacy
features on their devices [42]. Implementing standardized labeling
across social media platforms may be challenging given that apps
have their unique features. However, pursuing this goal—requiring
collaboration among platforms—could improve usability and foster
a safer digital environment.

Trade-offs of fine-grained privacy features. Introducing more
fine-grained privacy features is essential for enhancing users’ con-
trol over their privacy and safety. However, it may pose challenges
for both users and social media platforms. Breaking down existing
features into finer controls would significantly increase the num-
ber of privacy controls, potentially complicating settings for users
who are already struggling to manage their configurations [47-49].
To address this concern, platforms could offer coarse-grained con-
trols as the default for simplicity (basic settings), while providing
fine-grained controls as advanced settings.

Several factors should be considered when implementing more
fine-grained features. Platforms must ensure that these features are
easy to navigate to minimize the complexity of managing privacy
settings. Additionally, these features should be clearly described to
align with users’ expectations, as many features fall short in this
regard [47]. Another challenge is that increasing controls could
impact the platform’s usability. For example, users might uninten-
tionally restrict their interactions with others if they misconfigure
visibility or interaction settings.

Limitations. We designed our feature-collection methodology to
be as comprehensive as possible, but we may have missed some
features due to potential bugs in the apps or updates introduced
after our experiments. Additionally, we could not test the efficacy
of reporting features, as this would require submitting false reports.
Finally, since we only analyzed ten popular social media platforms,
there may be additional features in other apps, and scaling our
methodology to cover all platforms is a challenging task.

8 Conclusion

We analyzed 100 privacy features implemented in 10 popular social
media apps and grouped them into eight categories: discoverability,
visibility, saving and sharing, interaction, self-censorship, content
moderation, transparency, and reporting. Our analysis revealed that
many apps lack easily implementable privacy features. We then
measure the effectiveness of the privacy features by designing 59
privacy attacks and simulating them via a set of accounts created
on the ten social media applications specifically for this study. We
observed that none of the applications initiate new accounts with
the most secure settings; instead, new profiles are created with
most privacy features turned off. Even when all available privacy
features are turned on, we demonstrate that the account remains
vulnerable to many interpersonal privacy and safety attacks.
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Social Media Terminology
describe the terminology we used in the paper:

Chats: real-time online conversations between two or more
users. Chats are not limited to text-based messages but can also
include media such as images, videos, voice messages, and other
content. If the chat involves only two parties, we refer to it as
a private chat, whereas if it involves at least three parties, we
refer to it as a group or group chat.

Connections/contacts list: shows the people with whom the user
is connected on the platform.

Contact syncing: allows platforms to import contacts from the
user’s phone or email, helping users connect with people they
may know through suggestions.

Disappearing messages: messages that are automatically deleted
after being viewed by the recipient or after a specified period of
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time. The term “self-destruct” is used by some apps instead of
the term “disappearing”.

e Followers list: shows the people who are following the user’s
account. Followers can view the content shared by the user.

e Following list: shows the people that the user is following.

e  Groups: online communities (spaces) within the platform created
by users. In a group, members can interact and share content
with each other, even if they are not directly connected. This
differs from group chats, but platforms often use the term for
communities and chats interchangeably. We will make the dis-
tinction throughout the paper when necessary.

e Messages: unlike posts, messages are shared on private conver-
sations or small group chats.

o Online indicator: shows whether a user is currently online. Some
apps refer to it as "activity status.

e  Posts: pieces of content shared on the user’s timeline. Depending
on the app, the shared content could be text, links, images,
videos, or audio files.

e Private account: an account restricted to approved followers
or contacts only. Content shared on private accounts is visi-
ble exclusively to users who have been granted access. Non-
connections must request permission from the account holder
before being able to view their content.

e  Public account: an account that is accessible by anyone. Content
shared on public accounts is visible to all users, regardless of
whether they are connected to the account owner or not.

e Secret chat: a mode in Telegram that utilizes end-to-end encryp-
tion and additional privacy features to ensure secure communi-
cation between users

e Secret conversation: a mode in Facebook Messenger that uses
end-to-end encryption, similar to secret chats, to provide secure
communication between users.

e Snaps: aterm exclusively used by Snapchat for images and videos
that disappear after being viewed, or within 24 hours if shared
as a story.

e Snap Map: a feature exclusive to Snapchat that shows the real-
time locations of all friends on a map.
e  Stories: temporary posts that typically disappear after 24 hours.

o Timeline: a chronological listing of posts that users can view on
their homepage. These posts include the user’s own posts as
well as posts from their connections.

e Typing indicator: shows when a user is currently typing a mes-
sage in a chat. Some apps extend this feature to also indicate
when a user is sending an image or recording a voice message.

e Vanish mode: a feature in Instagram in which messages disap-
pears when closing the chat or turning off the mode. Whether
the mode encrypts messages or not is not stated.

B List of features and attacks

We report all the 100 privacy features in Fig. 7 and Fig. 8. We also
report our attack actions in Fig. 9
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Category

‘ Description

‘ # features ‘

Feature

©

Discoverability

Controls how
someone can find
the user’s account

Limit discoverability by username

Limit discoverability by email

Limit discoverability by phone number

Limit discoverability by QR code

Limit discoverability in suggestions

Limit discoverability via forwarded messages or reposts

I xx | | %

Ixx | |Ix|D
I <x<<x|w
CAx< I x|

I xx{{x%x|¢&
1414 | @
1<%

Visibility

Controls who views
the user’s account
information such as
posts, comments,
and personal
information.

23

Make account private

Limit who can view last name

Limit who can view posts

Limit who can view stories

Limit who can view profile photo

Limit who can view phone number

Limit who can view email address

Limit who can view own connections

Limit who can view own live broadcast

Limit who can view broadcasts currently viewed by you
Listen to live broadcasts anonymously

Hide online indicator

Hide read receipts

Hide typing indicator

Hide "last seen" status

Hide own interactions with others (e.g., likes)
Hide posts you are tagged in from your profile
Hide personal information like city, bio, education, etc.
Post in groups anonymously

Manage location sharing settings

Hide that you viewed people’s posts

Hide that you viewed people’s stories

Hide that you viewed people’s profiles

Hide that you viewed people’s profiles

PEXTCCCAXAXCCT T x| xxx{<x|D

XTI XXxXXEXLL T TSI x{xx

P I I IxIxxl 11 Ix<1x]xx<
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PIX TS T IAx<CT T Ix<< 1%
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Saving
& Sharing

Limits what
information about
the user people can
share

Limit reposting posts/stories

Prevent chats/media from being captured
Limit sharing posts/stories in private messages
Limit sharing posts/stories outside app

Limit who can forward messages

Protect media from being downloaded

Blur app when viewed in App Switcher

Interaction

Limits who can
interacts with the
user by commenting
on their posts, send
messages, and
follow the user
account.

Block other users

Limit who can comment on posts

Limit who can send private messages

Limit who can add you from a group chat

Limit others from adding you to groups

Limit others from mentioning you

Limit others from tagging you

Limit specific users and restrict them

Limit access to owned group and permissions of members
Limit friend requests

Limit who can follow your account

Limit who can add you by contact card

Limit who can send voice and video messages
Limit who can call you

Mute calls of others

Limit participation on live broadcasts

Remove friends and followers

LA XXLLLLLCAXLCL [ XX XNXXXL
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3 Facebook, ©: Instagram, in: LinkedIn, P: Pinterest, &

Snapchat, <4: Telegram, o": TikTok, ®Re: WeChat, {O: WhatsApp, X: X (Twitter)

Figure 7: We report the list of features under their designated category, and whether the feature exists in the app (V), if it does
not exist (X), or if it is not applicable to that platform (=). Features related to private messages are bolded.
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Category ‘ Description ‘ # features ‘ Feature in P & <« R © X

Delete account permanently v Vv Vv V v v Vv

Deactivate account temporarily v v v X v X Vv

Change phone number v v v v v Vv

Change email v Vv Vv - v -V

Change username - Vv Vv vV v -V

Controls user’s Change first & last name v Vv Vv V v Vv Vv

actions. discourse of Delete messages from both sides v X v Vv v v X

inform«’ation and Delete entire chat from both ends X X X X X X

Self- presence, which Delete own posts/comments/stories v v Vv V v Vv Vv

. : ? . 19 Auto-delete messages X X v Vv X v X

censorship includes deleting Edit messages vV X X v v v X

posts, editing Edit stories - - X Vv vV X =

comments, and Edit posts v vV - - v - Vv

exiting groups. Edit comments v v X = X = v

Unpin posts and messages vV - -V - -V

Edit/remove personal information such as bio v Vv VvV V v Vv Vv

Edit/remove interactions such as likes v v Vv v v Vv

Limit notifications related to profile edits vV - - - - -V

Exit groups v Vv Vv V v v vV

Allows removing Mute and filter words - Vv v

c interactions made Hide/mute posts, accounts, chats, and stories v Vv v
ontent s

. by others, such as 5 Remove someone’s comment from own post v Vv v

moderation muting posts and Remove someone’s message from group X X X

deleting comments. Control which member’s profile photos to see v X X

Logs of interaction
done by others, such
as who recorded the
Transparency s 18
user’s story and
who visited their

profile.

Logs who has viewed your story

Logs if a user has edited a message

Logs if a user has deleted a message

Logs if chat auto-delete has been activated

Logs if a chat has been screenshotted or recorded
Logs if profile info has been screenshotted or recorded
Logs if story has been screenshotted or recorded

Logs who has visited your profile

Logs if a user has edited a post

Logs who has reposted your post

Logs who has interacted with your post or message
Logs posts and messages edit history

Logs if sent messages has been read

Logs who has read sent messages in groups

Logs if user is currently typing or sending a message
Logs if images or videos have been saved from chat
Logs who viewed a post

Logs if others have removed or blocked you

Reportin Allows user to 5
P & report other users.

Report accounts

Report chats

Report single messages
Report posts

Report stories

CLLLLXXLAXLCLLLEAXAXAXCLL| X XL LA xLCAxLLLLKKKK(m
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F3: Facebook, (9: Instagram, in: LinkedIn, P: Pinterest, &:

Snapchat, “4: Telegram, " TikTok, ®&: WeChat, (O: WhatsApp, X: X (Twitter)

Figure 8: We report the list of features under their designated category, and whether the feature exists in the app (V), if it does
not exist (X), or if it is not applicable to that platform (=). Features related to private messages are bolded.
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Attack tasks Attack actions

This task can be done by searching the target’s account using the social media search functionality, leveraging:

(1) known usernames of the target from other social media platforms; (2) the email linked to the account; (3)

the phone number linked to the account; (4) the target’s full name.

(5) The account can also be identified by monitoring the target’s interactions (e.g., likes and reposts) on other
Discover the target’s account users’ profiles; (6) through common friends or known followers (e.g., celebrities followed by the target); or
on a target platform: (7) by being in shared groups with the target.

(8) Additionally, the target’s account can be discovered via account information shared in chats (e.g., contact

cards) or (9) through a previously known QR code, even if the target has changed their username.

(10) Finally, accounts may also be discovered through the app’s suggestion features.

This task can be performed by first (1) accessing the target’s account page after identifying it. The attacker
can then collect and monitor changes in the following information: (2) the first and last name associated with
the account, (3) phone number, (4) email, (5) biography, (6) profile picture, (7) approximate location, (8) live
location, and (9) other personal details such as education and job information found on the account page.
The attacker can also monitor the target’s activity and interactions on the platform, including: (10) their
connections, (11) posts, (12) comments, (13) stories, (14) edit history of posts and comments, (15) interactions

Collect information about the  with other users (e.g., likes), and (16) live broadcasts they view.

target and monitor them: Additionally, they can monitor: (17) whether the target is currently online, (18) the last time they went online
if not currently connected, (19) the time they viewed a chat, or (20) listened to a voice message.
Some methods leave traces and notify the target, but certain actions can be done secretly, such as: (21)
viewing account information, (22) chats, (23) stories, and (24) posts; (25) saving media from chats; or (26-29)
screenshotting/recording profile information, chats, stories, and posts, all without triggering notifications.
Finally, (30) the attacker can monitor whether the target has enabled privacy and safety features, such as
hiding their online status or making their account private.

This task can be accomplished using built-in features that allow sharing, primarily through: (1) reposting
Share information about the the target’s posts. Also, it can be achieved by (2-3) sharing the target’s posts and stories via the attacker’s
target without their consent: own stories; and (4-5) sharing content through direct messages within the platform.

(6-7) Finally, platform-generated links can be used to share the target’s posts and stories outside the app.

This task can be done by spamming the target through: (1) calls; (2) messages; (3) comments; (4) tags; (5)
mentions; or (6) repeatedly adding them to unwanted groups
Make unwanted Unwanted communication also includes faking and impersonating information about the target, such as: (7)
communication with target: images; (8) videos; (9) voice messages; (10) chats; or (11) impersonating their account.
(12) Finally, the attacker can leak private information they know about the target without their consent (e.g.,
information not disclosed by the target on the platform).

Figure 9: The table shows the social media privacy and safety attack objectives and attack actions used in our experiments.
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