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Abstract
Subjective interpretation and content diversity make predicting
whether an image is private or public a challenging task. Graph neu-
ral networks combined with convolutional neural networks (CNNs),
which consist of 14,000 to 500 millions parameters, generate fea-
tures for visual entities (e.g., scene and object types) and identify
the entities that contribute to the decision. In this paper, we show
that using a simpler combination of transfer learning and a CNN to
relate privacy with scene types optimises only 732 parameters while
achieving comparable performance to that of graph-based methods.
On the contrary, end-to-end training of graph-based methods can
mask the contribution of individual components to the classifica-
tion performance. Furthermore, we show that a high-dimensional
feature vector, extracted with CNNs for each visual entity, is unnec-
essary and complexifies the model. The graph component has also
negligible impact on performance, which is driven by fine-tuning
the CNN to optimise image features for privacy nodes.

Keywords
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1 Introduction
Image privacy classification is the task of assigning a label (e.g.,
public or private) to an image [2, 36, 43, 45, 49, 56, 57, 59, 62]. Pri-
vacy classification can help prevent accidentally sharing images
with private information [48, 59] and explain what private informa-
tion can be extracted from images [1, 13]. However, determining
whether an image contains private information is challenging be-
cause privacy determinations are context-dependent and images
vary in the content that people consider private [13]. Existing classi-
fication methods detect pre-defined private content (e.g. credit card,
license plate, semi-nudity) [36] or multiple entities (e.g. objects and
scene) [45, 49]. Identifying relationships between these entities is
key for classification [32] and understanding what makes an image
private [36].

Image privacy classification is also difficult due to limited train-
ing data, e.g. between 5,000 images [62] and 30,000 images [36, 59].
Because of this, existing methods either fine-tune the parameters of
selected layers of a convolutional neural network (CNN) pre-trained
on a much larger, source-domain dataset (e.g., ImageNet [11]), or
replace and train the last fully connected (FC) layer on the down-
stream task (image privacy) [17, 36, 50].
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Graph-based methods [21, 43, 56, 57] apply graph neural net-
works (GNNs) in combination with CNNs [57], or prior knowl-
edge [43, 56], to encode the relationships between detected visual
entities. Graph-based Image Privacy (GIP) [56] and Graph Privacy
Advisor (GPA) [43] are trained end-to-endwhile also fine-tuning the
CNNs to initialise the features used by the graph component [43, 56].
These works claimed graph-based models as best-performing on
publicly available datasets [43, 56]. However, we will show that a
substantially smaller model achieves the same performance. Our
work is the first to demonstrate that using transfer learning [4] with
a pre-trained CNN and only training the added FC layer suffices
to achieve performance comparable to much larger graph-based
models [43, 56].

In this paper, we evaluate the impact of fine-tuning the CNN to
determine the real contribution of the graph component for the
task. We consider the approach of recognising visual entities and
discuss various design choices to learn privacy from these entities.
We especially focus on graph-based methods that aim at making the
model inherently explainable through the graph itself. Specifically,
we explore the following research questions:

• What components of a graph-based method impact the clas-
sification performance for image privacy?

• Do the features refined by the graph component improve
the performance for image privacy?

We estimate the cost of designing and training a graph-based
method for image privacy classification and perform an in-depth
analysis of design choices and training strategies to identify the
component(s) driving the classification performance. We demon-
strate that performance gains are only marginally due to the graph
component and mostly due to the fine-tuning of the CNNs. We also
show that the design of the model architecture is unnecessarily
complicated when extracting large feature vectors from the CNNs.
Additionally, we show that using transfer learning [4, 44] with
a CNN suffices to achieve the highest classification performance
on PrivacyAlert [62] and Image Privacy Dataset [56]. By adding a
FC layer while keeping all the parameters of the CNN fixed and
pre-trained on a different source dataset, our approach only opti-
mises 732 parameters for the downstream task, compared to the
500 million parameters of GIP or the 14,000 parameters of GPA.

The paper is organised as follows. We discuss existing works
for image privacy classification in Section 2. Section 3 formulates
the problem. Preliminaries on transfer learning and GNNs are pre-
sented in Section 4. We present how to combine pre-trained CNNs
with a GNN to provide explainability of the model and include
relationships between visual entities in Section 5. The experimental
validation of Section 6 compares the relative impact of individual
components in graph-based methods and discusses the limitations
of using only detected objects as visual entities for graph-based
methods. Finally, we draw the conclusions in Section 7.
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2 Related work
Early privacy classifiers used hand-crafted features, such as SIFT [30],
histogram of gradients [10], colour histograms, edges, or face as-
pect ratio for recognising the presence of private entities in an
image [6, 41, 60]. CNNs enabled the extraction of features and clas-
sification of an image with a single model whose parameters can
be learned in an end-to-end manner [17, 46, 47, 63]. To overcome
the problem of limited data in this task, CNNs are trained with a
transfer learning strategy to predict an image as private [50] (binary
classification) or predict the likelihood of 68 privacy concepts in
an image as user-independent, multi-label classification [36]. An
object classifier and a privacy-specific classifier, both connected to
the same output layer, can be jointly trained by applying transfer
learning only to the object classifier [50].

Instead of training a model end-to-end, a different approach is to
decouple the feature extraction from the classification step. In this
approach, pre-trained CNNs are used to extract features, identify
entities (and a confidence score), or compute additional features that
can be used for training a classifier specialised on image privacy. For
example, deep features are extracted from the last FC layers of a CNN
pre-trained on ImageNet [11] for object recognition (1,000 classes)
and used as input to a Support Vector Machine [45, 48], logistic
regressor or multi-layer perceptron (MLP) [2]. To identify presence
of the entities in the image, deep tags select the top-k classes (or
tags) with the most confident probabilities, as extracted by a deep
neural network [45]. Deep tags, represented as a binary vector after
thresholding the probabilities of the selected classes, are provided
as input feature to a classifier. Object tags were initially identified
by a CNN pre-trained on ImageNet for object recognition [45],
but object tags alone cannot always discriminate private images
from public images. Scene tags, detected by a CNN pre-trained on
Places365 for scene recognition [64], are concatenated to the object
tags to account for contextual information [49]. Alternatively, a
vector of eight privacy-specific human-interpretable features can
be constructed from multiple pre-trained CNNs and provided as
input to the classifier [2]. These features include the number of
people localised in the image, the probability of the image being
outdoors, or the presence of sensitive content (e.g. adult, violent,
racy) as probabilities.

Graph structures account for the relationship between detected
entities and are applied to various vision tasks1, from object recog-
nition, detection of human-object interaction, to advertisement
classification [7, 22, 32]. None of these methods have yet been used
for image privacy classification, but alternative graph-based meth-
ods have been devised for this task [21, 43, 56–58]. By using the
frequency of co-occurrent objects in a large set of social images,
a tree-based classifier is constructed and jointly trained with a
CNN for semantic segmentation to identify sensitive objects [58].
An undirected and heterogenous two-layer semantic graph is de-
signed with one layer consisting of nodes representing entities
such as objects, person, and scene, and the other layer consisting
of nodes representing attributes, such as bareness (percentage of
pixels detected on a person as skin in the YCbCr colour space)
or face score [21]. Nodes are connected with edges representing

1We refer the reader to Chang et al.’s work [7] for a broader and in-depth survey of
scene graphs applied to multiple tasks not limited to image classification.

relationships between entities and with edges linking entities to
the attributes. To classify an image as private, interpretable and
person-based rule sets are learnt from a user’s dataset. These rule
sets consist of boolean expressions related to each other by a logical
AND operation [21].

Spatially-correlated feature channels, which are extracted by a
pre-trained and fixed CNN, are clustered into pre-defined groups
and aggregated into feature maps representing each cluster (region-
aware feature maps) [57]. A correlation-based graph is constructed
by adaptively identifying the correlation between the clusters using
the self-attention mechanism, and used within a Graph Convolu-
tional Network [25] to refine the region-aware feature maps. The
refined feature maps are concatenated with an image-level feature
map to predict the privacy of an image. A prior graph that relates a
pre-defined vocabulary of 80 objects with two class nodes (public
and private) can be constructed based on the estimated frequency
of each object with respect to each class in a training dataset [56]. A
GNN [53] refines the features by propagating, mixing, and smooth-
ing local and global information. This approach was modified by
constructing a prior graph that relates the objects via co-occurrence
and replaces the deep features with only the number of object in-
stances in an image (cardinality) [43]. A pre-trained classifier also
extracts the logits associatedwith the scene tags and uses a trainable
FC layer to map the logits to the two class nodes.

Table 1 summarises the characteristics of the methods described
in this section. GIP [56] and GPA [43] are the most relevant for
our work because the CNN and GNN components can easily be
decoupled and their implementation is publicly available. As the two
models are trained end-to-end, it is unclear which factor is driving
their classification decision. In the next sections, we will review the
design of graph-based methods using GIP and GPA as references,
and we will validate the impacts of individual components to the
performance.

3 Problem definition
Let the model 𝑓𝜃 (·) predict if an input image 𝐼 is private, i.e. 𝑓𝜃 (𝐼 ) =
𝑦 ∈ {0, 1}, where 0 denotes the label public and 1 the label private.
The model parameters 𝜃 are trained on an annotated dataset, T =

{(𝐼 , 𝑦)𝑛}𝑁𝑛=1, where 𝑁 is the number of images (e.g., 𝑁 = 10, 000,
Problem 1: limited training data). Moreover, the number of images
labelled as public is much higher than the number of images labelled
as private (Problem 2: class imbalance).

For example, existing datasets [36, 59, 62] collected images from
online sources with keywords from a multi-category privacy tax-
onomy (e.g., nudity, medical, drinking/party, appearance/facial ex-
pression, religion/culture, personal information) and instructs users
to annotate these images according to guidelines that differ across
datasets. These annotations are either already binary or mapped to
the binary labelling, and only the binary labels are made publicly
available. Appendix A discusses privacy annotations and inconsis-
tencies in the existing datasets.

We consider the problem of recognising visual entities such that
the privacy model is refined as 𝑦 = 𝑓𝜃 (𝑑𝜂 (𝐼 )). The model 𝑑𝜂 (·),
where 𝜂 represents the model parameters, recognises a pre-defined
set of visual entities (e.g, generated by an object detector or a scene
classifier).
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Table 1: Characteristics of image privacy classifiers. Top block: methods classifying images as private with end-to-end learning
models, either directly or by extracting image-level feature vectors. Middle block: methods recognising visual entities, such as
objects and scenes, and their features before further refinement and classification. Bottom block: methods based on recognising
visual entities used in this work. Note the design differences between our models and corresponding methods (e.g., GIP, GPA).

Method Objects Scenes Approach

Card Conf Pres Deep Num Dataset Conf Pres Deep Num Dataset TL FT Graph GNN Classifier

Deep feats [45] - - - - - SVM
*VPA [36] - - - - - -
DRAG [57] - - - - GCN FC

PCNH [50] 204 ImageNet - - - FC
iPrivacy [58] 1000 ImageNet - - - Tree
⋄PCS1 [48] 1000 ImageNet - - - Rule
⋄PCS2 [55] 80 COCO - - - Rule
⋄PCS3 [55] 80 COCO - - - Rule
⋄L8PS [2] 80 COCO 365 Places - LR/MLP
MLP [55] 80 COCO – – – MLP

GA-MLP [55] 80 COCO – – GA MLP
IEye [21] 9000 COCO + ImageNet 365 Places - Rule

Deep Tags [45] 1000 ImageNet - - - SVM
GIP [56] 81 COCO - - GRM MLP

Deep Tags [49] 1000 ImageNet 365 Places - SVM
GPA [43] 81 COCO 365 Places GRM MLP

MLP 80 COCO – – – MLP
GA-MLP 80 COCO – – GA MLP

GIP 80 COCO - - GRM MLP
GPA 80 COCO - - GRM MLP
S2P – – 365 Places – FC

*Visual Privacy Advisor (VPA) is the only method performing multi-label classification of 67 entities predefined as private, and 1 public (safe). Privacy of an image is computed as the
maximum probability among the 68 entities. ⋄Methods focused on the object person and discard the others.
KEY – Card: cardinality; Conf: confidence; Pres: presence as a binary value obtained via thresholding on confidence or using top-k selection; Deep: features extracted by a convolutional neural
network; Num: number of pre-defined categories from a given dataset; TL: transfer learning, FT: Fine-tuning; GNN: Graph Neural Network, SVM: Support Vector Machine; GCN: Graph
Convolutional Network [25]; GRM: Graph Reasoning Model [53], FC: fully connected layer; LR: Logistic regressor; MLP: multi-layer perceptron; PCSX: person-centric strategy X with X
being 1, 2 or 3; L8PS: LR with eight privacy-specific features; GA: graph-agnostic model reproducing the blocks of a GCN; : considered, : not considered; –: not applicable.

4 Preliminaries
4.1 Transfer learning
To overcome the problem of limited training data, transfer learn-
ing [4] uses an additional training set for a different task (source
domain), S = {(𝐼 , 𝑧)𝑚}𝑀𝑚=1 with |S| = 𝑀 >> 𝑁 and 𝑧 being a
multi-class label (e.g., objects [11]), to pre-train the parameters of
𝑓𝜃 (pre-training). The model is then further trained on the dataset
T (target domain) by replacing the last layer of the model with a FC
layer that transforms the features from the previous layer into the
logits of the output classes of the new domain [4]. A different trans-
fer learning strategy is fine-tuning where all or some parameters of
the pre-trained model are optimised to the task in the target domain
(see Fig. 1) [4, 34, 44]. For example, a CNN (e.g., ResNet [20]) can be
trained on ImageNet [11] (more than 14 million images) for object
recognition or on Places [64] for scene recognition before being
refined on a dataset for image privacy [56, 62].

Similarly to previousworks [45, 48, 49], we consider a pre-trained
CNN and apply transfer learning by keeping the parameters fixed
to recognise visual entities (e.g., scenes). Instead of applying the
sigmoid function to the logits outputted by the model for all pre-
defined scenes, we add a trainable FC layer (scene-to-privacy layer)
that transforms the scene logits to two logits, 𝑓 (·) : R365 → R2,
followed by softmax to obtain the probability distribution of private
and public classes. The parameters of this layer,𝑊𝑠 , are randomly
initialised and then optimised during the end-to-end training of the
model. For simplicity, we refer to this method that relates scenes to
privacy as S2P.

As a binary classification task, the supervised training of the
model minimises the cross-entropy loss,

L = − 1
𝐵

𝐵∑︁
𝑏=1

∑︁
𝑗∈V𝑝

(
𝑦𝑏 log

(
𝑝 𝑗,𝑏

) )
, (1)

where 𝐵 is the number of images in a training batch B ⊂ T , 𝑦𝑏 is
the annotated label (public or private) for image 𝑏 in the training
batch, and 𝑝 𝑗,𝑏 is the probability outputted by the classifier for the
privacy node 𝑗 and image 𝑏.

4.2 Graph neural networks
LetG = (V, E) be a graphwith nodesV and edges E. The structure
of the graph is represented by an adjacency matrix relating nodes
to each other (edges), A𝐾×𝐾 , where 𝐾 = |V| is the number of
nodes and | · | is the cardinality of a set. The elements of A𝐾×𝐾 are
binary values when G is unweighted. G is undirected if nodes are
connected to each other in both directions, otherwise the graph
is directed. Undirected and unweighted graphs, and undirected
graphs with the same weights in both directions, have a symmetric
adjacency matrix, i.e. A = A⊤, where ⊤ is the transpose symbol.

AGNN [39] has 𝐿 layers that (1) refine features, and (2) propagate,
aggregate, and update the features based on the graph structure.
Stacking multiple layers defines a composition of permutation-
equivariant parametrised functions [35].

Each node 𝑣 ∈ V is represented by a feature vector f𝑣 ∈ R𝐷 ,
where 𝐷 is the dimensionality of the vector. The matrix X ∈ R𝐾×𝐷 ,
stacking the feature vectors of all nodes, is the input to a GNN.
The propagation of the features across nodes at each layer of the
network is also referred to as message passing. For each layer 𝑙 , a
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Figure 1: Illustration of different training strategies to un-
derstand the relative contribution of individual components
in a learning-based model for image privacy classification
(illustration inspired and adapted from [34]). On top, a trans-
fer learning based strategy that fine-tunes the layers of a
convolutional neural network (CNN), initially pre-trained
on a source domain, to the downstream task (image privacy)
on a target domain. In the middle, an architecture that stacks
a CNN with a graph neural network (GNN), and is trained
end-to-end while also fine-tuning the CNN parameters. This
strategy masks the relative contribution of the GNN to the
overall performance. On the bottom, the training involves
only the GNNwhile keeping the parameters of the CNNfixed
to understand the relative contribution of the GNN.

matrix of trainable parameters, W𝑙 ∈ R𝐷×𝐷′ , is trained to refine
the node features as X′ = XW𝑙 . If 𝐷 ′ = 𝐷 , the dimensionality of
the features remains the same across the layers. For simplicity, we
use 𝐷 and 𝐷 ′ as the input and output dimensionalities of the layer
in a generic way, and their value can differ across layers.

The features of node 𝑣 are then aggregated with the features
from the neighbour nodes N𝑣 based on the graph structure A. The
aggregation can be performed with a simple sum operation where
the same node 𝑣 can be included (denoted as self-loop), or with more
complex operations, such as convolution for Graph Convolutional
Networks [25], attention for Graph Attention Networks [52] or gat-
ing for Gated GNNs (GGNNs) [28]. Aggregated features are updated,
for example, with a non-linearity point-wise operation such as Rec-
tified Linear Unit (ReLU), and passed to the next layer [12, 35, 39].

This local message passing implies that the information available
at a specific node 𝑣 is propagated only to nodes that are at 1-hop
distance from one layer to another. Nodes at a 𝐿-hop distance will
require 𝐿 layers to receive the information of node 𝑣 [3].

Graphs and GNNs can be used for various task, such as super-
vised and semi-supervised node classification [12, 25], link predic-
tion [12], and graph classification [12]. For graph classification,
special nodes can be included or the features refined at the last
layer can be aggregated from all nodes into a single feature vector
and provided as input to a classifier. For a comprehensive overview
of GNNs and recent methods, we refer the reader to existing sur-
veys [3, 5, 8, 12, 14, 16, 18, 27, 35, 37, 54].

5 Graph-based classifiers
We review and compare two graph-based methods, GIP [56] and
GPA [43] (see Fig. 2). We discuss the design choices of graph node
features, GNN architecture, and classifier.

5.1 Graphs relating visual entities and privacy
For image privacy classification, existing methods define a hetero-
geneous graph G𝑝 = (V𝑜 ,V𝑝 , E) consisting of object nodes V𝑜
and privacy nodesV𝑝 [43, 56]. Object nodes represent object cate-
gories that can be predicted by a pre-trained object detector [29].
Let 𝐾𝑜 = |V𝑜 | be the number of object categories. As these methods
address image privacy as a binary classification task, the privacy
nodes are designed to represent the two outputs, public and private
classes:𝐾𝑝 = |V𝑝 | = 2. LetV =V𝑜 ∪V𝑝 be the set of all nodes with
𝐾 = 𝐾𝑜 +𝐾𝑝 being the total number of graph nodes. The number of
nodes depends on the pre-defined vocabulary of the datasets where
CNNs are trained on. The edges of the graph, E, are designed to
relate object nodes to the privacy nodes [56] or object nodes to each
other [43]. After constructing a general graph that is not specific to
an image, these methods [43, 56] use the prior graph and the node
features extracted from an image 𝐼 as input to the GNN to classify
the image. Image privacy is therefore addressed as a graph-level
classification by these methods.

Object and privacy nodes can be related to each other based on
the frequency of the objects in the training set T with respect to
each privacy class [56] as

A𝑣,𝑦 =
𝑀𝑣,𝑦

𝑀𝑦

, (2)

where𝑀𝑣,𝑦 is the number of images associated to the label 𝑦 and
including the object 𝑣 , and𝑀𝑦 is the number of images associated
to the label𝑦. This prior graph is bipartite, weighted and undirected,
allowing the features (message) flowing from the object nodes to
the privacy nodes and vice-versa across the layers of the GNN.

Alternatively, edges of the prior graph, E = {𝜀𝑖, 𝑗 |𝑖, 𝑗 ∈ 𝑉𝑜 } with
𝜀𝑖, 𝑗 ∈ {0, 1}, can be defined by relating object nodes with each other
based on the co-occurrence criterion in the training set T ,

𝜀𝑖, 𝑗 =

{
1 if ∃𝐼𝑛 ∈ T s.t. 𝐶𝑖,𝑛 > 0 ∧𝐶 𝑗,𝑛 > 0,
0 otherwise,

(3)

264



Learning Privacy from Visual Entities Proceedings on Privacy Enhancing Technologies 2025(3)

image resize
& normalize

ResNet-50
Places365

ImageNet

ImageNet

YOLO

scene and privacy logits extractor

object
detection

Object 
counting

transfer learning

transfer learning

prior graph

Gated Graph 
Neural Network

bounding
boxes

bounding
boxes

confidences

confidences

categories

vocabulary

categories
region

 category

ResNet-50 features (365)

Switch symbol

Privacy logit (1)

Object cardinality (1)

privacy nodes (public/private)
object nodes with deep features
object nodes with zero features

<private>

public
private

person

frisbee

zebra

truck

banana

Graph Attention 
Network

reshape
layerscene-to

privacy

Legend

Graph Privacy Advisor (GPA)

Graph-based Image Privacy (GIP)

image
crop

VGG-16

ResNet-101

Mask R-CNN

image deep feature extractor

object deep feature extractor

object
detection

transfer learning

prior graph

Gated Graph 
Neural Network

Graph Neural NetworkPre-processingInput
Graph node 

features initialisation
CNN fine-tuning & 
features extraction Classifier Loss

Fully connected layer

ResNet-101 features (2048)

Pre-trained and fixed parameters

Fine-tuned CNN layersTransformed ResNet-101 features (4096)

VGG-16 features (4096)

<private>

public
private

person

frisbee

zebra

truck

banana

Graph Attention 
Network

image resize
& normalize

end-to-end training

alignment

vocabulary

Figure 2: Illustrative diagrams of GIP [56] (top) and GPA [43] (bottom), and their end-to-end training. The methods have two
main components: Convolutional Neural Networks (CNNs) to extract deep features and a Graph Neural Network (GNN) to
refine the features based on a graph computed a priori. The graph is designed with two node types: privacy nodes (public
and private) and object nodes. The number of object nodes is determined by a pre-defined and fixed-size vocabulary (e.g., 80
categories in the COCO dataset [29]). After initialising the node features, the GNN refines the features based on the prior graph.
The features of the privacy nodes at the last layer are used as input to a classifier that consists of multiple fully connected
layers with shared parameters. Both models are trained end-to-end with a cross-entropy loss L, also guiding the fine-tuning of
the CNNs. Note that the image is resized and normalised based on the statistics computed from ImageNet. Note that some of
the connections in the GNNs blocks are omitted from the visualisation.

i.e., an edge exists if two different objects co-occur in at least one
image, and𝐶𝑖,𝑛 is the cardinality that counts the number of object in-
stances localised in the image 𝑛 and belonging to the corresponding
object category. This prior graph is unweighted and undirected.

GIP [56] uses the bipartite prior graph where objects are not
directly related to each other, whereas GPA [43] uses the second
prior graph that does not consider object-class relationships.
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5.2 Node features
Designing GNNs requires the definition of features for the graph
nodes. The initialised features are then refined by the GNN. How-
ever, this definition is task-dependent and for image privacy, defin-
ing relevant features is not trivial and there is not yet common
consensus across various research works [2, 21, 43, 48, 56, 58]. We
present and review two approaches to initialise the node features.

The first approach extracts high-dimensional feature vectors
from an input image using CNNs (deep features) [56]. Object nodes
are initialisedwith deep features extracted by a VGG-16 network [40]
(vector of 4,096 features) from the regions localised in the image
by an object detector [19], 𝑑 (𝐼 ; 𝑣). Let {(p𝑟 , 𝜆𝑟 )}𝑅𝑟=1 be the set of 𝑅
localised regions where p𝑟 = 𝐼 ( [𝑥𝑟 , 𝑦𝑟 ,𝑤𝑟 , ℎ𝑟 ]) is the region identi-
fied by the detected bounding box with top-left corner (𝑥𝑟 , 𝑦𝑟 ), and
width and height (𝑤𝑟 , ℎ𝑟 ) on the image 𝐼 ; and 𝜆𝑟 ∈ V𝑜 is the corre-
sponding object. Therefore, let 𝛾 (p̂𝑟 ) be the function, represented
by the VGG-16 network, that extracts the features from the image
region resized to a predefined resolution, p̂𝑟 . How to initialise the
privacy nodes is a challenging design choice and one option is to
extract image-level features, e.g., using a ResNet-101 network [20],
𝑟𝑜 (𝐼 ). This network extracts a vector of 2,048 features from the
input image resized to a predefined resolution. A trainable FC layer,
𝑔(𝑟𝑜 (𝐼 ),𝑊𝑠 ) : R2,048 → R4,096 where𝑊𝑠 contains the parameters to
learn, can align the dimensionality of this vector with the feature
vectors outputted by VGG-16. During the end-to-end training, the
parameters of this layer are randomly initialised and then optimised
for image privacy classification. Therefore, the feature vector of a
graph node, f𝑣 ∈ R𝐷 with 𝐷 = 4, 098, is

f𝑣 =


[1, 0, 𝑔 (𝑟𝑜 (𝐼 ),𝑊𝑠 )], if 𝑣 ∈ V𝑝 ,

[0, 1, 𝛾 (p̂𝑟 )], if 𝑣 ∈ V𝑜 ∧ 𝜆𝑟 = 𝑣,
[0, 1, 0], if 𝑣 ∈ V𝑜 ∧ 𝑑 (𝐼 ; 𝑣) → ∅,

(4)

where ∧ is the logical AND operator, and ∅ is the empty set. Object
nodes that are not associated with any object localised in the image
are initialised with a vector of zero values, 0, whose dimensionality
is 4,096. Also, note the 1-hot vector to distinguish the privacy nodes
([1, 0]) from the object nodes ([0, 1]).

The second approach is to design node-features that are human-
interpretable as well as minimal and sufficient for the classification
task while better understanding their influence and relevance to
privacy [43]. Object nodes can be initialised with a single feature,
𝐶𝑣 , i.e. the object cardinality defined as

𝐶𝑣 = |{(p𝑟 , 𝜆𝑟 ); 𝜆𝑟 = 𝑣}𝑅𝑟=1 |. (5)

As cardinality cannot be defined for the privacy nodes, deep features
representing the whole image can be transformed into a 2D vector,
s = 𝑓 (𝑟𝑠 (𝐼 ),𝑊𝑠 ) and s ∈ R2. Each element is used for each privacy
node. In this case, the features for each graph node are defined as

f𝑣 =


[1, s𝑣], if 𝑣 ∈ V𝑝 ,

[0,𝐶𝑣], if 𝑣 ∈ V𝑜 ∧ 𝜆𝑛 = 𝑣,

[0, 0], if 𝑣 ∈ V𝑜 ∧ 𝑑 (𝐼 ; 𝑣) → ∅,
(6)

where a flag is included to distinguish privacy and object nodes.
GIP [56] initialises the graph nodes based on the deep features

approach. Specifically, the method uses a VGG-16 pre-trained on
ImageNet [11] and a Mask R-CNN based detector [19] pre-trained

on COCO [29]. If multiple instances of the same object category
are localised in the image, GIP uses the feature vector associated
with the last instance, as ordered by the detector, to initialise the
corresponding node. On the contrary, GPA [43] uses the second
approach to initialise the node features. Specifically, GPA uses S2P
to transforms the 365 scene logits to two features, 𝑓 (·) : R365 → R2,
each associated with the private and public nodes.

5.3 Model architecture and processing
GNNs requires the definition of the architecture, the aggregation
function and the update function. We review the GNN used by
existing graph-based models for image privacy classification.

Graph Reasoning Model2 (GRM) [53] is an architecture that
stacks a 3-layer GGNN [28] with a modified Graph Attention Net-
work [52] consisting of a single layer. The prior graph and the node
features are provided as input to the GGNN that refines and prop-
agates the features in the hidden statuses, inspired by the Gated
Recurrent Unit [9]. Specifically, two gating mechanisms, an update
gate and a reset gate, are used to aggregate the refined features
from the neighbour nodes at the node 𝑣 for each layer 𝑙 . Note that
GGNN splits the adjacency matrix into two square matrices, the
one representing the outgoing edges and the other representing
the incoming edges to each node in the graph, and concatenated
together for the processing. These two matrices have their own
parameters depending on the direction of the edges. We refer the
reader to the GGNN paper [28] for details of the mathematical
formulation.

The refined featuresX′
𝑙
at the last layer 𝑙 of the GGNN are used as

input to the modified Graph Attention Network [52, 56] to update
the relevance of each object with respect to public or private nodes
as the prior graphmight not be optimal in its design at capturing this
information [56]. This layer uses the low-rank bi-linear pooling [23]
to further refine and fuse the features between an object node and a
privacy node, and computes attention coefficients normalised in the
interval [0, 1] between the pair of nodes. The normalised attention
coefficient between the privacy node 𝑗 ∈ V𝑝 and the object node
𝑖 ∈ V𝑜 is

𝛼 𝑗,𝑖 = 𝜎

(
𝑎

(
tanh

(
𝑊𝑖x′𝑙,𝑖

)
⊙ tanh

(
𝑊𝑗x′𝑙, 𝑗

)))
, (7)

where ⊙ is the Hadamard product, 𝑎(·) is the attention mecha-
nism [52], 𝜎 (·) is the sigmoid function, and𝑊𝑖 and𝑊𝑗 are matrices
with learnable parameters. Attention coefficients for object nodes
not related to a privacy node are set to zero, avoiding the learning of
the parameters [56]. For each privacy node, GRM outputs a vector,
x̃𝑗 , that concatenates the refined and updated features of the node
with the refined features of the object nodes, all weighted by the
attention coefficients [56]:

x̃𝑗 =
[
x′𝑗 , . . . , 𝛼 𝑗,𝑖x

′
𝑖 , . . .

]
, 𝑗 ∈ V𝑝 , 1 ≤ 𝑖 ≤ |V𝑜 |. (8)

The dimensionality of the feature vector x̃𝑗 is 𝐻 = (1 + 𝐾𝑜 ) × 𝐷 ′,
where 𝐷 ′ is the output dimensionality at the last GNN layer.

Both GIP and GPA use GRM as a GNN and adapt the dimension-
ality of the feature vectors in input, output, and across the layers
of the GNN depending on their design choice.

2Graph Reasoning Model [53] was originally designed for the recognition of social
interactions in images by modelling a graph that relates objects with relationships.
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5.4 Classification
The twomethods use anMLP-based classifier [43, 56]. This classifier
has two FC layers that transform each feature vector outputted by
GRM from the dimensionality 𝐻 to the dimensionality of the input
feature 𝐷 , to a single logit. We remind the reader that 𝐷 = 4, 096
when using deep features and excluding the 1-hot vector, and𝐷 = 2
when using cardinality and the single node type flag as features.
Before each FC layer there is a dropout layer that prunes some of the
connections depending on the pre-defined probability. The first FC
layer is followed by a ReLU activation function. Note that GPA [43]
includes an additional FC layer that transforms the features of
the privacy nodes outputted by GRM, x̃𝑗 with 𝑗 ∈ V𝑝 , into an
intermediate feature vector of lower dimensionality (𝐻 → 𝐾𝑜 + 1)
before the classifier. We refer to this layer as reshape layer.

The privacy node with the highest probability determines if the
input image is private as

𝑗∗ = argmax
𝑗∈V𝑝

𝜍
(
𝜇 (x̃𝑗 ,𝑊𝜇)

)
, (9)

where 𝜍 (·) is the softmax operation, 𝜇 (·): R𝐻 → R1 is the function
representing the classifier, and the learnable parameters𝑊𝜇 are
shared when applying the FC layers to the features of the two
privacy nodes.

The GNN and the classifier are trained in a supervised way by
minimising Eq. 1. Both GIP and GPA use transfer learning to train
their pipelines, where the CNNs are pre-trained to extract visual
entities (see Fig. 2). GPA fine-tunes the parameters of the CNN pre-
trained for scene recognition. GIP fine-tunes the CNNs to extract
the visual features for objects and the private and public nodes.

6 Experimental validation
6.1 Datasets
We evaluate the models on the Image Privacy Dataset (IPD) [56]
and the PrivacyAlert dataset [62]. Both datasets refer to images
publicly available on Flickr. These images have a large variety of
content, including sensitive content, semi-nude people, vehicle
plates, documents, private events. Images were annotated with a
binary label denoting if the content was deemed to be public or
private3 As the images are publicly available, their label is mostly
public; however, there is a ∼33% of the IPD images and a ∼25% of
the PrivacyAlert images labelled as private. These datasets have a
high imbalance towards the public class. Note that IPD combines
two other existing datasets, PicAlert [59] and part of VISPR [36], to
increase the number of private images already limited in PicAlert.

IPD, or subsequent works using the dataset [43], does not provide
reproducible information on how data was previously split into
training, validation, and testing sets. We therefore randomly split
the data into training, validation, and testing sets using a K-Fold
stratified strategy (with K=3)4. To train and evaluate the models, we
only consider the first fold in this work. PrivacyAlert has a number
of images that is about 6× less than IPD and provides the images
already split into training, validation, and testing sets (see Tab. 2).
3Verifying and updating the annotation of the datasets is beyond the scope of this
work, requires careful instructions to the annotators to avoid biases, and needs to
handle with the intrinsic subjectivity nature of privacy.
4The labelling of the three data splits will be made publicly available for reproducibility
and enabling future comparison using the same sets.

Table 2: Splits and number of images per class for the image
privacy datasets considered for evaluation.

Image Privacy Dataset PrivacyAlert*

Data split Private Public Overall Private Public Overall

Training 5,928 12,662 18,590 787 2,347 3,134
Validation 2,979 6,081 9,060 466 1,397 1,863
Testing 2,304 4,608 6,912 450 1,346 1,796
All 11,211 23,351 34,562 1,703 5,090 6,793

* PrivacyAlert provides links to images on Flickr whose license was under Public Domain [62].
Note that 7 images are no longer available: 1 public image and 1 private image from the training
set, 1 public image from the validation set, and 4 public images from the testing set [55].

6.2 Performance measures
We evaluate the models using per-class precision, per-class recall,
per-class F1-score, overall precision, overall recall (or balanced accu-
racy), and accuracy. We first compute the number of true positives
(TP), false positives (FP), and false negatives (FN) for each class 𝑦.
For a given class, precision is the number of images correctly classi-
fied as class𝑦 over the total number of images predicted as the class
𝑦: 𝑃𝑦 =𝑇𝑃𝑦/(𝑇𝑃𝑦 + 𝐹𝑃𝑦). Recall is the number of images correctly
classified as class 𝑦 over the total number of images annotated as
class 𝑦: 𝑅𝑦 = 𝑇𝑃𝑦/(𝑇𝑃𝑦 + 𝐹𝑁𝑦). Accuracy is the total number of
images that are correctly classified as either public or private over
the total number of images that are correctly classified, wrongly
predicted (𝐹𝑃𝑦) and missed to be predicted (𝐹𝑁𝑦) with respect to
the annotated class:

𝐴𝐶𝐶 =

∑
𝑦 𝑇𝑃𝑦∑

𝑦 𝑇𝑃𝑦 + 𝐹𝑃𝑦 + 𝐹𝑁𝑦
. (10)

Balanced accuracy is the main performance measure to better
assess the class imbalance of the dataset, and is the average be-
tween the recall of the two classes. Similarly, overall precision is
the average between the precision of the two classes. Given the
semantics of the task, we will give a particular emphasis to the
recall for the private class in the discussion. We will also discuss
the results using the performance measures as percentages.

6.3 Methods under comparison
We evaluate and compare S2P, the graph-based models GIP [56]
and GPA [43], and two methods relating objects with privacy [2, 45,
49, 55]. The first method (MLP) trains an MLP classifier and allows
us to better understand the need of both deep features and graph
processing in GIP and GPA in terms of size and classification per-
formance. MLP has 3 hidden FC layers, each of 16-dimensionality
hidden status, and a FC layer for the binary classification with
cross-entropy loss. Each of these layers is followed by ReLU and
dropout [42]. The first FC layer is also preceded by a dropout layer.
The MLP classifier takes as input a feature vector that concatenates
the cardinality information computed for each object category lo-
calised by an object detector. The second method (GA-MLP) trains
a graph-agnostic model and allows us to understand the relevance
of the graph by replicating the steps of a Graph Convolutional
Network [25] but without the graph structure [12, 55]. As the edges
of the graph are not provided, the nodes are isolated and features
are not propagated across nodes [12, 55]. The method initialises the
features of the nodes with the cardinality of each object category
localised in the image, or with a zero value if any object of other
categories is not localised in the image. After applying a dropout
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layer, node features are provided as input to three blocks5 consist-
ing of an FC layer, ReLU, and a dropout layer [42]. The FC layers
transform the feature vector of each node into a 16-dimensional
feature vector in output for each block. GA-MLP aggregates the
refined features via global sum pooling and then applies an MLP-
based classifier [55]. The classifier has 2 hidden FC layers, each
halving the dimensionality of the input features and followed by
ReLU, and an FC layer for binary classification [12].

We refer the reader to Appendix C and Appendix D for an analy-
sis of alternative design choices of MLP and GA-MLP, respectively.
Performance varies across various design choices, such as different
object features, use of feature normalisation, use of batch normali-
sation, use of a weighted cross-entropy loss, and different hyper-
parameter values (number of hidden neurons and number of layers
for MLP). As a best-performing model cannot be easily identifiable
depending on the reference performance measure, we selected the
variant with the fairer comparison with GPA.

6.4 Implementation details
To localise objects in the images, we use YOLOv8 by Ultralytics6,
pre-trained on the COCO dataset [29], as object detector7. We set
the maximum number of object instances localised for each image
to 50, with a minimum confidence of 0.6 and non-maximum sup-
pression threshold of 0.4. The input image is resized to a resolution
of 416×416 pixels before applying the object detector. The outputs
of the object detector are used consistently across all models.

For GIP and GPA, we follow their settings. For GIP, we set the
hidden channel to 4,098 and the output channel to 512. The hidden
channel is given by the size of the input features (4,096) and the 1-
hot vector denoting the node type (2). The input image is resized to a
resolution of 448×448 pixels and values are normalised with respect
to the statistics computed on ImageNet before applying the CNNs
to extract the deep features. For GPA, we set the hidden channel
and the output channel to 2 (the number of output classes). As for
GIP, the input image is resized to a resolution of 448×448 pixels
and values are normalised with respect to the statistics computed
on ImageNet before applying the scene classifier to extract and
transform the logits into features for the privacy nodes. Given
the different data splits, we re-compute a weighted prior graph
from the training set for each dataset. This prior graph includes
both the bipartite sub-graph connecting the object nodes to the
privacy nodes for GIP and the sub-graph connecting the object
nodes with each other for GPA. For GIP, we mask the adjacency
matrix to consider only the bipartite sub-graph. For GPA, we mask
the adjacency matrix to consider only the sub-graph connecting
object nodes and we binarise the non-zero values to 1, following
the original design [43].

For MLP and GA-MLP, we use the cardinality information of the
80 object categories as input features, and we set the probability
of the dropout layers to 0, thus avoiding any dropout effects on
the performance even if being lower and not optimal. For S2P, we

5The previous work [55] included, for each block, a batch normalisation layer that
generates a source of randomness, making the model training not replicable despite
fixing the seed. In our design, we remove the batch normalisation layer.
6YOLOv8x for object detection (COCO): https://docs.ultralytics.com/models/yolov8/
7Note the original GIP [56] uses Mask R-CNN with a maximum number of object
instances set to 12 and the minimum confidence set to 0.7

use a fixed ResNet-50, pre-trained on Places365 [65], to predict the
logits of 365 scenes. The parameters of the trainable FC layer are
initialised with Xavier uniform distribution [15] and zero bias.

For reproducibility and fairness, we implemented all models in
a Python-based common framework using PyTorch, starting from
the original implementation of GIP and GPA8. All the models are
trained and validated on a Linux-based machine using one NVIDIA
GeForce GTX 1080 Ti GPU with 12 GB of RAM.

6.5 Training details
We set the same training parameters across all the models, partially
following the settings of benchmarking GNNs [12]. As optimiser,
we use Adam [24] with an initial learning rate set to 0.001 and no
weight decay. We half the learning rate when the balanced accuracy
has stopped improving for at least 10 epochs (patience). We set the
maximum number of epochs to 1,000, but the training stops early
if the learning rate is reduced to a value lower than 0.00001 or
the training time lasts longer than 12 h. For both the training and
validation splits, we set the batch size to 100. Given the larger size
of GIP, we increase the training time to a maximum of 72 h and we
reduce the batch size to 2. We save the model at the epoch with the
highest balanced accuracy in the validation split, and this model is
used for the evaluation on the testing split. For reproducibility of
models and experiments, we set the seed to an arbitrary value of
789. Note that we do not analyse variations in the performance due
to different seeds, which is beyond the scope of this paper.

6.6 Models size
The models require a different number of trainable parameters to be
optimised for image privacy classification. We provide and compare
the number of trainable parameters and the number of optimised
parameters. Note that the methods at inference can include ad-
ditional components, such as the CNN for object detection, but
we do not count their parameters in the total number when these
parameters are not optimised for the downstream task.

GIP has 514,600,884 trainable parameters. All these parameters
are optimised for the downstream task when also fine-tuning the
two CNNs that account for 185,161,602 parameters: 50,901,058 for
the ResNet-101 pre-trained on ImageNet and 134,260,544 for VGG-
16. Specifically, the FC layer, which alignes the dimensionality
of the ResNet feature vector with the one of the VGG-16 feature
vector, accounts for 8,400,898 parameters; GRM has 159,561,777
parameters; and the final classifier has 169,877,505 parameters. GPA
optimises 14,175 trainable parameters: 73 for GRM, 167 for the
classifier, 13,203 for the reshaping layer, and 732 for the scene-to-
privacy layer. GPA also includes the pre-trained and fixed scene
classifier and the fixed object detector, whose parameters are not
counted in the total. The choice of features and their dimensionality
significantly reduces the number of parameters in GPA compared
to those in GIP. The scene classifier is based on a ResNet-50 model
pre-trained on Places365 for scene recognition and has 24,255,917
trainable parameters. The scene classifier and the scene-to-privacy
layer also form S2P, resulting in 24,256,649 trainable parameters
whose only 732 are optimised for the downstream task. This makes

8GIP code: https://github.com/guang-yanng/Image_Privacy and GPA code: https://
github.com/smartcameras/GPA
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Table 3: Relevance of various design choices in GIP when re-trained and evaluated on the testing set of PrivacyAlert and IPD.

Graph node features init. (deep) PrivacyAlert IPD # of trainable parameters

Object nodes Privacy nodes Type WD R (Priv.) BA ACC R (Priv.) BA ACC Optimised Total

* – Fine-tuning – – – – – 75.40 74.40 74.33 50,901,058 50,901,058
* Fine-tuning Fine-tuning – – – 75.10 77.30 77.09 514,600,884 514,600,884
† Fine-tuning Fine-tuning – 45.50 67.85 79.35 59.00 74.55 81.72 514,600,884 514,600,884
⋄ Fine-tuning Fine-tuning 47.33 68.06 78.40 99.57 50.47 34.10 514,600,884 514,600,884

Fixed Fixed 100.00 50.26 25.45 100.00 50.00 33.33 337,840,180 514,600,884
Fixed Zeros 75.78 70.88 68.43 63.06 63.42 63.54 329,439,282 463,699,826

⋄ Fixed Zeros 73.11 67.68 64.98 35.46 59.65 67.71 329,287,682 463,548,226
⋄ Fine-tuning Fine-tuning 66.22 70.96 73.33 56.90 68.71 72.64 514,600,884 514,600,884

Fixed Fixed 0.22 49.63 74.28 38.37 56.40 62.41 337,840,180 514,600,884

* Results are taken from the GIP paper [56]. The first row is the only ResNet based model. Note that PrivacyAlert was not yet available as dataset. † Results are taken from the GPA paper [43].
⋄ Results for IPD are provided by the best model that is obtained at the first epoch. After the first epoch, the model degenerates to predicting only the private class. Highlighted in gray the
best variant. KEY - init.: initialisation, WD: use of weight decay in the optimiser; Priv.: private class, R: recall, BA: Balanced accuracy, ACC: accuracy, –: unknown; : not used, : used.

S2P the model with the least number of parameters to optimise.
MLP optimises 1,906 trainable parameters: the first layer has 1,328
parameters (82 nodes × 16-dimensional hidden status + bias), the
second and third layer have 272 parameters each; and the last layer
has 34 parameters (including bias). GA-MLP has 1,250 trainable
parameters, all optimised for the downstream task: the 3 FC layers
has 32, 272, and 272 parameters, respectively; 164 parameters for
each batch normalisation layer following the FC layers (82 nodes× 2
affine parameters9); and 182 parameters for the final MLP classifier.

6.7 Relative impacts on image privacy
Both GIP and GPA are trained end-to-end, optimising the parame-
ters of both the GNN and CNNs. To better understand the relative
contribution of their individual components, we analyse the classi-
fication performance of both models when re-trained with different
training strategies and different design choices.

Table 3 analyses the classification performance of GIP when
using four different training strategies and design choices. We com-
pare the model trained end-to-end, including the fine-tuning of
the CNNs, with the model re-trained end-to-end but keeping the
parameters of the two CNNs fixed. In the latter, only the FC layer
that aligns the dimensionality of the deep features is optimised. To
remove the influence of the CNN extracting image-level features,
the other two alternatives replace the deep features of the privacy
nodes with a vector of zero values. As we hypothesise that the
1-hot vector is not relevant for the refinement of the features in
the GNN nor for the final performance, the two models differ from
each other simply by the inclusion of this 1-hot vector. We also
reported the total number of trainable parameters and the number
of trainable parameters that are optimised for the task to show the
relationship between model size and classification performance.

We compare the results of the first version of GIP with the results
reported in the GIP paper [56] on the IPD dataset, and with the
results reported in the GPA paper [43], which re-trained and evalu-
ated the model on both PrivacyAlert and IPD (see first 4 rows of
Table 3). Note that these models are trained on different data splits
of IPD due to missing information about the splits and training. On
PrivacyAlert, our re-trained GIP achieves comparable classification

9We use the BatchNorm1D function in PyTorch where the parameters 𝛾 and 𝛽 are
optimised over graph nodes in our case across batches: https://pytorch.org/docs/stable/
generated/torch.nn.BatchNorm1d.html.

performance to GIP [43], with an improvement of about 2 percent-
age points (pp) in the recall of the private class, a small improvement
of 0.21 pp in balanced accuracy, and a decrease of about 1 pp in
accuracy. On IPD, the original GIP [56] achieved an improvement
of 3 pp on balanced accuracy and accuracy compared to only using
the ResNet-101 classifier fine-tuned for image privacy classification,
mostly caused by correctly predicting more images as public rather
than private [56]. However, if this improvement was caused by the
graph processing or the end-to-end training of the model is unclear.
The GIP model re-trained by GPA’s authors [43] has already signif-
icant differences with respect to the original model [56], with the
recall on the private class decreasing of about 16 pp, the balanced
accuracy decreasing of about 3 pp, and the accuracy improving of
almost 5 pp. This shows that the re-trained model was correctly
predicting more images labelled as public than those labelled as
private. However, our re-trained model tends to degenerate to pre-
dict almost all images as private, as the recall on the private class is
almost 100%, but the balanced accuracy is almost 50%. Results are
obtained from the model saved at the epoch with the best balanced
accuracy on the validation set, which occurs at the beginning of the
training, and afterwards, the training degenerates to predict only
the private class. When fixing the parameters of both CNNs, the
optimisation of the model parameters degenerates to predict only
the private class during the end-to-end training, as shown by the
results on the testing set of both datasets. On PrivacyAlert, the bal-
anced accuracy is slightly higher than 50%, denoting that there are
images predicted as public and some of them are correctly predicted
as public. Keeping the same parameter settings for the training but
replacing the features of the privacy nodes with a vector of zero
values results in classification performance lower than the original
GIP, with values in the interval [63-64]%, on IPD. This shows that
the model is highly affected by the presence of the deep features in
the privacy nodes and only using the deep features from the objects
might be sufficient. However, removing the node type from the fea-
ture vector decreases the recall on the private class to only 35.46%
but improves the correct prediction of images labelled as public,
increasing the accuracy of 4 pp from 63.54%. On the contrary, on
PrivacyAlert, our re-trained GIP with zero features for the privacy
nodes achieved the highest recall on the private class (75.78%) and
the highest balanced accuracy (70.88%), but the accuracy decreases
of about 11 pp denoting a higher prediction of false positive in the
public class (more images predicted as private). Removing the node
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Table 4: Relevance of various design choices in GPA when re-trained and evaluated on the testing set of PrivacyAlert and IPD.
Note the best performance achieved by pre-training the scene-to-privacy layer, using a bipartite prior graph as for GIP [56],
and removing the node type flag from the node feature vectors (sixth row).

Prior graph Design choices PrivacyAlert IPD Number of parameters (opt.)

Type W Privacy feat. S2P Resh. Flag R (Priv.) BA ACC R (Priv.) BA ACC GNN Class. Resh. Total

co-occ.* † Deep Training 51.40 72.45 83.28 73.60 79.80 80.96 73 167 13,203 14,175
co-occ.* Deep Training 51.56 72.51 82.96 71.83 80.71 83.67 73 167 13,203 14,175
co-occ.* Deep Pretrained⋄ 0.00 50.00 74.94 100.00 50.00 33.33 73 167 13,203 14,175
co-occ. Deep Pretrained⋄ 0.00 50.00 74.94 100.00 50.00 33.33 73 167 13,203 14,175
bipartite Deep Pretrained⋄ 61.56 75.21 82.02 73.96 81.08 83.45 73 167 13,203 14,175
bipartite Deep Pretrained⋄ 63.11 75.43 81.57 74.18 81.08 83.38 32 167 13,203 14,134
bipartite Deep Pretrained⋄ 27.78 63.15 80.79 100.00 50.00 33.33 32 329 – 1,093
bipartite Deep Training 57.33 73.69 81.85 100.00 50.00 33.33 32 329 – 1,093
bipartite random – 0.00 50.00 74.94 100.00 50.00 33.33 32 329 – 361
bipartite zero – 0.00 50.00 74.94 100.00 50.00 33.33 32 329 – 361

*GPA has a wrong implementation of the adjacency matrix not representing the idea to connect object nodes to each other as co-occurrence in the images. † Results are taken from the corresponding
paper [43], which use a different number of images for the dataset. ⋄ The scene-to-privacy (S2P) layer was trained offline before training the GPA model. S2P has always 732 parameters to optimise. The
parameters of the scene classifier are pre-trained and fixed, and not counted in this table. Highlighted in gray the best variant. KEY – opt.: parameters that are optimised during training (other trainable
parameters are fixed); W: weighted; feat.: features; S2P: scene-to-privacy layer; Resh.: reshape layer; Flag: binary variable denoting node type in the feature vector; R: recall; BA: balanced accuracy;
ACC: accuracy; GNN: Graph Neural Network; Class.: classifier; co-occ.: co-occurrence; Deep: deep features, : not used, : used; –: not applicable.

type decreases all the three performance measures as less images
are correctly predicted as private.

Table 4 analyses the classification performance of GPA with
different training strategies and design choices, resulting in nine
different alternatives and eighteen models across the two datasets.
We consider the use of the reshape layer, the use of the flag dif-
ferentiating the node types, the chosen training strategy for the
scene-to-privacy layer, the replacing of the feature of the privacy
nodes with a zero or random value, and the type of prior graph
(unweighted co-occurrence or weighted bipartite).

Because of our re-implementation of the framework, we-retrained
GPA following the original settings [43] and compare their results
(see first two rows of Table 4). Both models achieves similar results
on PrivacyAlert, whereas our model achieves a higher balanced
accuracy and accuracy on IPD despite a decrease of almost 2 pp in
the recall of the private class. However, by pre-training and fixing
the parameters of the scene-to-privacy layer, the end-to-end train-
ing cannot optimise the parameters, degenerating to predict only
the public class. By correcting the implementation of the adjacency
matrix wrongly initialised in the original GPA, the training of the
model still degenerates to predict only the public class and this is
caused by the lack of connection between the object nodes and the
privacy nodes. Therefore, we re-use the weighted bipartite prior
graph of GIP for the other alternatives. In this case, GPA with a
pre-trained and fixed scene-to-privacy layer can achieve classifica-
tion performance that is similar or higher than the original GPA.
This is especially the case for the recall of the private class on the
PrivacyAlert dataset, improving by 10-12 pp. The use of the flag
has minimal effect with an improvement of 2 pp on the recall of
the private class and a decrease of about 0.5 pp on the accuracy
on PrivacyAlert, whereas the results are almost the same for the
three performance measures on IPD. Removing the reshape layer
from the architecture has a major impact on the classification per-
formance as the model degenerates to predict only the private class
on IPD and the recall on the private class decreases to only 27.78%
on PrivacyAlert. The reshape layer also counts for most of the opti-
mised model parameters (13,203) and by removing it, the number
of optimised parameters for the task reduces from 14,175 to 1,093.
However, allowing the model to train the scene-to-privacy layer
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Figure 3: Frequency of public images ( ) and private images
( ) based on the subset of images with only X localised object
types (# of co-occurrent objects). The number of images differ
for each stacked vertical bar.

while removing the reshape layer helps the model achieve higher
recall on the private class and comparable balanced accuracy and
accuracy to the original GPA on PrivacyAlert. Furthermore, replac-
ing the feature of the privacy nodes with either a zero or random
value makes the model degenerate to only predict the public class in
PrivacyAlert and the private class in IPD. This shows how the graph
processing alone is not sufficient (only 361 parameters optimised),
and the use of the CNN plays a central role in the model.

6.8 Limitations of object-only detection
Both GIP [56] and GPA [43] are based on a pre-trained object detec-
tor [19, 38]. However, depending on the image content and the con-
fidence threshold of the detector, objects can be wrongly localised
or completely missed, thus resulting in a lower number or a total
absence. Because of this, we analyse the number of co-occurring
objects in the training sets of IPD [56] and PrivacyAlert [62], and
their impact when designing models relating objects and privacy.
Note we use the term co-occurrent objects referring to two different
objects categories and not to two instances of the same category.

Fig. 3 shows the frequency of private images when varying the
number of co-occurrent objects for each image on PrivacyAlert
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Figure 4: Percentage of images with no localised objects ( ),
with only one object type ( ), with more than one object type
( ). Each object type can have any number of localised in-
stances. From top to bottom: training, validation, and testing
splits for each dataset.

and IPD (different distributions). There are no images with more
than 7 and 8 objects for PrivacyAlert and IPD, respectively. The
presence of one or more objects is not uniquely mapped to either
public or private images. Lack of localised objects is occurring
mostly in public images but also in some private images. Fig. 4
shows the percentages of images with no objects, with only one
object, and with two or more objects for each data split of the
two datasets. Distributions are approximately the same across the
splits of each datasets. These statistics show that a large number of
images available in these datasets do not contain objects to localise
(or the detector can miss to detect existing objects) or only one
object can be localised (about 70% of PrivacyAlert and about 80%
of IPD). Therefore, using only objects detected in images as nodes
or features for a graph-based model [43, 56] makes the task of
recognising private images even harder.

6.9 Comparative analysis
We perform an in-depth comparative analysis of GIP, GPA, MLP,
GA-MLP, and S2P both in terms of classification performance and
number of optimised parameters. We also consider an MLP variant
that resizes and reshapes the image as input to the MLP instead of
using object features (MLP-I, see details in Appendix C.3). As refer-
ences for the discussion, we include results for a baseline predicting
all the images as public, a second baseline predicting all the images
as private, a third baseline using a pseudo-random generator (Ran-
dom) to sample the predictions from a uniform distribution, and
two person-centric classification strategies [55] (PCS2 and PCS3 in
Table 1). PCS2 predicts an image as private based on the presence
of the person category as localised by an object detector. PCS3
predicts an image as private based on the presence of the person
category and its cardinality constrained to a maximum value of 2.

Table 5 and Fig. 5 compare the image privacy classification results
of the methods and reference baselines on IPD and PrivacyAlert.
For both datasets, our re-trained GPA and S2P achieve the highest
classification results in terms of overall accuracy (>83% on IPD, and
>80% in PrivacyAlert) and balanced accuracy (>80% on IPD and
>75% in PrivacyAlert). The performance is mostly driven by the
higher recall on the public class and the higher precision on the
private class for IPD, while the recall on the private class is lower
thanMLP and GA-MLP of 1-2 pp. A similar behaviour is observed in

PrivacyAlert, but the recall on the private class is lower than other
methods, especially GIP of about 12 pp. The similar performance
between GPA and S2P indicates that using transfer learning from
the pre-trained scene classifier is sufficient for achieving such a
performance and the impact of graph processing on the results
is minimal. Both MLP and GA-MLP achieve lower classification
performance than GPA and S2P, but similar to each other when
using only object cardinality as input feature. Using the resized
and reshaped image as input to an MLP classifier achieve the low-
est classification performance among the learning based methods:
59.79% and 54.56% balanced accuracy on IPD and PrivacyAlert, re-
spectively. The person-centric strategies [55] achieve the lowest
performance on IPD: 28.66% for PCS2 and 35.09% for PCS3. On
PrivacyAlert, these two strategies achieve the highest recall on the
private class (94% and 89.11%) but at the cost of the lowest recall
on the public class (52.08% and 59.96%), showing that the strategies
are too restrictive for the classification task.

Fig. 5 compares themethods by relating recall on the private class
and balanced accuracy. On PrivacyAlert, all models except MLP-I lie
on the close surrounding of an imaginary line perpendicular to the
diagonal that equals recall and balanced accuracy. This indicates
that these models have similar classification performance with
higher balanced accuracy when above the diagonal line or higher
recall when below the diagonal line. On IPD, GA-MLP and MLP are
close to each other and both lie almost on the top-right part of the
diagonal, showing high classification performance with a balance
between recall and balanced accuracy. S2P and GPA have a similar
recall but with higher balanced accuracy than MLP and GA-MLP.

Fig. 6 compares the methods by relating the number of optimised
parameters and balanced accuracy on both datasets. S2P is the best
choice for the task as the results are close to the top-left corner in
both datasets. On IPD, GA-MLP and MLP have a slightly higher
number of parameters than S2P and a decrease in the classification
performance, whereas GPA has a similar performance but with
one order of magnitude higher than S2P in number of optimised
parameters. Unlike the performance on IPD, the performance of
these four models is similar to each other when evaluated on Priva-
cyAlert. On the contrary, the number of optimised parameters for
GIP and MLP is five orders of magnitude higher than that of other
models, while achieving lower performance.

Furthermore, in Appendix B, we compare S2P with different
multimodal models, previously evaluated on PrivacyAlert [62],
other methods using different classifiers (e.g., Support Vector Ma-
chines [45]) and training strategies [62], and two variants of S2P
replacing the FC layer with a 1-layer and 2-layer MLP. As expected,
multimodal models achieves higher performance than S2P and the
best-performing method fuses privacy predictions from special-
ized models using objects, scenes, and user tags [61, 62]. Note that
this comparison, however, is unfair due to missing images in the
datasets and the use of the additional modality (results also directly
taken from the evaluation done by Zhao et al. [62]). Combining
the ResNet-50 pre-trained on Places365 with an SVM trained for
privacy achieves the best recall on the private class (81.42% on
IPD and 79.78% on PrivacyAlert) and the best balanced accuracy
(83.08% on IPD and 78.48% on PrivacyAlert). Results are expected
given the small size of the datasets and the features extracted by
a pre-trained CNN, but scaling to larger dataset size is a known
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Table 5: Results and comparisons for image privacy classification on the testing sets of the two image privacy datasets. Note the
comparable performance between GPA and S2P, achieving the highest balanced accuracy in both datasets.

Dataset Method Object features Scene Image Private Public Overall

Card Conf Deep Logits Deep P R F1 P R F1 P BA ACC

IPD [56]

All private - - - - - 33.33 100.00 50.00 0.00 0.00 0.00 16.67 50.00 33.33
All public - - - - - 0.00 0.00 0.00 66.67 100.00 80.00 33.33 50.00 66.67
Random - - - - - 33.68 50.61 40.44 67.01 50.17 57.38 50.35 50.39 50.32

PCS2 [55] 17.14 30.12 21.85 43.77 27.19 33.54 30.45 28.66 28.17
PCS3 [55] 23.04 44.49 30.36 48.07 25.69 33.49 35.56 35.09 31.96

MLP-I 46.98 44.92 45.93 73.05 74.65 73.84 60.02 59.79 64.74
MLP 59.29 75.09 66.26 85.63 74.22 79.52 72.46 74.65 74.51
GA-MLP 59.04 75.65 66.32 85.83 73.76 79.34 72.44 74.71 74.39
GIP 46.54 63.06 53.56 77.55 63.78 69.99 62.04 63.42 63.54
GPA 75.52 74.18 74.84 87.20 87.98 87.59 81.36 81.08 83.38
S2P 75.83 72.44 74.10 86.52 88.45 87.48 81.18 80.45 83.12

PrivacyAlert [62]

All private - - - - - 25.00 100.00 40.00 0.00 0.00 0.00 12.50 50.00 25.00
All public - - - - - 0.00 0.00 0.00 75.00 100.00 85.71 37.50 50.00 75.00
Random - - - - - 74.27 50.67 60.24 24.23 47.33 32.05 49.25 49.00 49.83

PCS2 [55] 39.61 94.00 55.73 96.29 52.08 67.60 67.95 73.04 62.58
PCS3 [55] 42.66 89.11 57.70 94.28 59.96 73.30 68.47 74.53 67.26

MLP-I 32.11 31.11 31.60 77.21 78.01 77.61 54.66 54.56 66.26
MLP 50.56 70.67 58.94 88.69 76.89 82.37 69.62 73.78 75.33
GA-MLP 49.76 68.89 57.78 88.06 76.75 82.02 68.91 72.82 74.78
GIP 42.68 75.78 54.60 89.07 65.97 75.80 65.87 70.88 68.43
GPA 63.25 63.11 63.18 87.68 87.74 87.71 75.46 75.43 81.57
S2P 63.11 63.11 63.11 87.67 87.67 87.67 75.39 75.39 81.51

KEY – Card: cardinality, Conf: confidence, Deep: deep features, P: precision, R: recall, ACC: accuracy, BA: Balanced accuracy (corresponds to overall recall); PCSX: person-centric strategy X with X being 2 or
3 (see also Table 1); MLP-I: multi-layer perceptron that takes a resized and reshaped image as input; GA: graph-agnostic; GIP: Graph-based Image Privacy; GPA: Graph Privacy Advisor; S2P: Scene-to-Privacy.
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Figure 5: Comparison of the pipelines when relating recall of
private class and balanced accuracy. Best performance on the
top-right corner. Note that relying only on scenes as visual
entities makes S2P and GPA correctly recognise less private
images in PrivacyAlert, showing the different underlying
distributions of the two datasets. Legend: MLP, MLP-I,
GA-MLP, GIP, GPA, S2P.

drawback for SVMs. Furthermore, replacing the FC layer with a
1-layer MLP allows S2P to improve the classification performance
(more comparable to ResNet-50 with SVM).

6.10 Failure analysis to misclassifications
Fig. 7 shows misclassified images by S2P on PrivacyAlert. As ex-
pected, S2P is influenced by the predicted scenes in the backbone
component and therefore is not biased towards the presence of
people to determine if an image is private. The model is also not
biased towards only outdoor images or indoor images as both scene
types are predicted as either public or private. However, there are
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Figure 6: Comparison of the pipelines when relating the num-
ber of parameters optimised for image privacy classification
(# parameters) and balanced accuracy. Best performance on
the top-left corner. Fixed parameters of pre-trained CNNs
and those of the object detector are not counted. The dotted
line represents an increment of 2 in the order of magnitude
of # parameters. Note the logarithmic scale of the x-axis. Leg-
end: MLP, MLP-I, GA-MLP, GIP, GPA, S2P.

indoor environments that the model learned to predict as private:
for example, bathroom in the last two images of the third row even
if the second last photo depicts a toy as a toilet. There are scenes,
such as religious environments/ceremonies and escape rooms, that
are ambiguously predicted as either public or private, denoting that
the model also rely on the features related to other scene types to
make the decision. However, the model confuses a top-view image
of a ceremony as private when none of the people is recognisable,
which can also be the main factor that led the image to be anno-
tated as public. On the contrary, visible faces in an another image
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Figure 7: Misclassification results of S2P on the testing set of PrivacyAlert. First and second rows: images labelled as private but
predicted as public. Third and fourth rows: images labelled as public but predicted as private. Obfuscation added to the images.

showing a ceremony are not considered by the model as public.
S2P also misclassifies indoor parties and performance as private
compared to the dataset annotations. Office-like scenes (e.g., person
in the classroom, person presenting next to a laptop and screen)
are predicted as public, but these images may also denote a pri-
vate setting. Additionally, the photo of a kitchen with the family
and children sitting around the table is predicted as public, when
one could expect this to be private. A public performance and the
representation of famous characters are incorrectly predicted as
private, showing that simply relying on the scene information is
insufficient in these cases. Similarly, S2P fails to recognise private
images of an individual in various contexts (beach, gym) or of a
couple outdoors. These are places that can commonly be related to
a public context and, based on the predictions, the model learned
to associate these scenes to the public label. However, the model
cannot distinguish when this scene type is public or private due to
the lack of additional information, such as the person’s presence.

6.11 Discussion
We conclude that the performance of previous graph-based mod-
els [43, 56] can be largely attributed to the fine-tuning of the CNNs.
For example, the graph processing component of GPA [43] min-
imally improves performance compared to S2P, which optimises
only 732 parameters. Additionally, we showed that GIP [56] op-
timises an unnecessarily large number of parameters when also
fine-tuning the CNNs. We also showed that using deep features, ex-
tracted by a fixed CNN, for object nodes and zero-value features for
privacy nodes allows the GNN of GIP to refine the node features and
achieve higher classification performance than a pseudo-random
classifier while not degenerating to predict only one class.

The performance of this GIP alternative is still lower than the
original GIP, GPA, and S2P, and the large number of parameters to
be optimised depends on the dimensionality of the node features.
However, high-dimensional feature vectors extracted with CNNs
might not be needed as shown by MLP and GA-MLP that achieve
promising results while using the simple object cardinality as fea-
ture and less than 2,000 parameters to be optimised for the task.
Using conditional rules on the confidence of person presence and
cardinality [55] is too restrictive and not sufficient for classifying
images as private, as seen in IPD with respect to PrivacyAlert.

7 Conclusion
We proposed a simple model that relates scenes to privacy by using
transfer learning combined with a CNN. We also discussed existing
design choices to relate visual entities in a graph and learn privacy
with a graph neural network while addressing the problem of lim-
ited training data available for the task. Experiments showed that
the simple model achieve comparable performance to graph-based
models while optimising only a small number of parameters for
the image privacy task (732 instead of 14,000 or 500 millions). We
also analysed various design choices and training strategies for
the graph-based models to understand the relative contribution of
individual components, as previously masked by the end-to-end
training. We showed that the fine-tuning of the convolutional neu-
ral networks used to initialise the graph node features, especially
the privacy nodes, is the driving factor for the performance.

Future work includes the design of a graph-based model that
uses relevant human-interpretable features for each visual entity
and relates the entities in such a way that the recognition of private
images increases, while limiting the number of parameters.
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Table 6: Comparison of annotation procedures between datasets for image privacy classification.

Dataset Source Annotation instruction Initial labels Labels # images

PrivacyAlert [62] Flickr

“Assume you have taken these photos, and you are
about to upload them on your favourite social net-
work or content sharing site (e.g., Flickr, Facebook,
Google+, Instagram). Please tell us whether these im-
ages are either private or public in nature. Assume
that the people in the photos are those that you know.”

1. not being uploaded at all
2. shared confidentially with trusted people
3. shared with anyone in a social network
4. shared with anyone online (OK to see)

- public
- private 6,793

PicAlert [59] Flickr

“Private are photos which have to do with the private
sphere (like self portraits, family, friends, your home)
or contain objects that you would not share with the
entire world (like a private email). The rest are public.
In case no decision can be made the picture should
be marked as undecidable.”

1. private
2. public
3. undecidable

- public
- private

*VISPR [36]
OpenImages [26]
Flickr
Twitter

Selection from a predefined set of attributes (see
also Table 7)

- 104 privacy attributes
- safe
- unsure

- 67 privacy
attributes
- safe

22,167

IPD [56] PicAlert
VISPR – – - public

- private 34,562

*Most of the images were randomly sampled from another dataset, OpenImages [26], that selected images from Flick under Public Domain license; some of the images were selected by the authors from
Flickr to better balance the classes, and 50 images of credit cards were manually selected from Twitter.

[58] J. Yu, B. Zhang, Z. Kuang, D. Lin, and J. Fan. 2017. iPrivacy: Image Privacy
Protection by Identifying Sensitive Objects via Deep Multi-Task Learning. IEEE
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[59] S. Zerr, S. Siersdorfer, and J. Hare. 2012. PicAlert! A System for Privacy-Aware
Image Classification and Retrieval. In ACM Int. Conf. Information and Knowledge
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[60] S. Zerr, S. Siersdorfer, J. Hare, and E. Demidova. 2012. Privacy-Aware Image
Classification and Search. In ACM SIGIR Int. Conf. Research and Development in
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[61] C. Zhao and C. Caragea. 2023. Deep Gated Multi-Modal Fusion for Image Privacy
Prediction. ACM Trans. Web 17, 4 (2023).
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Privacy Classification and Spatial Attribution of Private Content. In IEEE Int.
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Intell. 40, 6 (2018), 1452–1464.
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A Annotation procedures and inconsistencies
of image privacy datasets

We present the procedures used to annotate the image privacy
datasets considered in our experiments, such as PrivacyAlert [62]
and IPD [56], and discuss existing labelling ambiguities or incon-
sistencies. As IPD [56] combines two datasets, we also discuss
PicAlert [59] and VISPR [36]. All these datasets contain images
that were collected from social networks, such as Flickr or Twitter,
mostly considering the Public Domain Dedication or Public Do-
main Mark license. Table 6 compares the source images, annotation
procedure including the initial labelling, and the final labels and
number of images between the four datasets.

For PrivacyAlert [62], the images were selected by using key-
words belonging to a privacy taxonomy of 10 categories: nudity or
sexual, other people, unorganized home, violence, medical, drinking
or party, appearance or facial expression, bad character or unlawful
criminal, religion or culture, and personal information. A set of 20,000
images randomly sampled from a larger pool of images and evenly
distributed across the 10 categories were manually labelled by an-
notators hired on Amazon Mechanical Turk. Specifically, 10,000

images (associated to the training set) were annotated by 3 anno-
tators and the other 10,000 images (associated with the validation
and training sets) were all annotated by 5 annotators. Note that the
guideline used to annotate the images (see Table 6) biases an anno-
tator towards a subjective interpretation of the images as if they
belong to the annotator’s collection or personal sphere. A quality
check mechanism was also adopted by providing a random sample
of public and private image pairs previously annotated by trained
students on image privacy prediction. Only a smaller portion of
the 20,000 images have been made publicly available to provide
a dataset that is not highly imbalanced towards the public class
(reduced from a ratio of 9:1 to 3:1). Images, initially annotated with
four labels, were converted into binary labels when releasing the
dataset, whereas multi-class labels and the 10 privacy categories
are not publicly available to perform fine-grained analyses.

PicAlert [59, 60] contains images collected from Flickr based on a
4-month window between January and April 2010. For each step of
a gamification process, 81 users, including graduate computer sci-
ence students and users of social media platforms (aged between 10
and 59 years old) were instructed to annotate five photos as either
public, private, or undecidable (see annotation guideline in Table 6).
Available images are all annotated by at least two users with an
agreement of the 75% in the label. Note that the number of annota-
tions for each image can largely vary in the dataset, and about 70%
of these images are labelled as public or undecidable [60]. However,
a large number of images in the dataset contain people [56] and
most of the images labelled as private contain people (63%) [43].

VISPR [36] sampled an initial pool of 100,000 images from Open-
Images [26] and three annotators were instructed to label indepen-
dent sets of images by selecting among a predefined list of privacy
attributes or with an unsure or safe label in case none of the at-
tributes could have applied (see Table 6 and Table 7). After this first
labelling step, all images marked as unsure, those containing copy-
right watermark, those representing a historic photograph, those
captured with a poor quality, or those containing non-English text
were discarded, resulting in a dataset of 10,000 images. Other im-
ages were added to handle the class imbalance. VISPR is annotated
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Table 7: The VISPR taxonomy of 67 privacy attributes [36].

Category Private attributes

Personal
description (24)

fingerprint, signature, complete nudity, full name, first name,
last name, place of birth, date of birth, handwriting, gender,
eye colour, hair colour, complete face, partial face, tattoo,
partial nudity, race, skin colour, traditional clothing, nationality,
marital status, age group, weight group, height group

Documents (8) national identification, credit card, passport, driver license,
student ID, mail, receipts, tickets

Health (3) medical history, physical disability, medical treatment

Employment (2) occupation, work occasion

Personal life (10)
personal occasion, legal involvement, religion, culture, hobbies,
sexual orientation, sports, education history, general opinion,
political opinion

Relationships (6) personal relationships, social circle, professional circle,
competitors, spectators, similar view

Whereabouts (7)
visited landmark or street sign, complete visited location,
partial visited location, complete home address,
partial home address, date/time of activity, phone number

Internet activity (4) email address, email content, online conversations, username

Automobile (3) complete license plate, partial license plate, vehicle ownership

The privacy attributes are based on public guidelines for handling Personally Identifiable Infor-
mation [33], namely the EU Data Protection Directive 95/46/EC [51], US Privacy Act of 1974, and
community guidelines available in social networks such as Flickr and Twitter. In brackets the
number of attributes for each category. Highlighted in green the 32 privacy attributes used by
Yang et al. [56] to select the VISPR images when composing IPD.

with multiple labels for each image (see Table 6). To control po-
tential mistakes done by the annotators during the first labelling
steps, a curation step was included by analysing batches of images
associated with each label and manually re-annotating batches that
had less than 500 images or were considered sensitive by the users.

IPD [56] combines PicAlert with a subset of private images from
VISPR to reduce the highly imbalance distribution towards im-
ages labelled as public in PicAlert. Yang et al. [56] observed that
all images of people are annotated as private in VISPR, but the
dataset provides more images of private objects compared to Pi-
cAlert. Therefore, images were sampled from VISPR by considering
32 of the 67 private attributes (see Table 7). IPD preserves the anno-
tations for PicAlert, whereas multi-labels of VISPR are converted
into a single-label annotation (private).
Inconsistencies. Authors of PrivacyAlert performed various anal-
yses of the dataset, including inter-annotation agreement, label
distribution across the categories, and identification of potentially
mislabelled or ambiguous images using the Area Under the Margin
metrics of deep learning models’ predictions. From these analyses,
they found that annotators were not always consistent in their
labelling due to being inattentive or inaccurate, and visually similar
images does not always share the same label or tags [62]. Despite
these observations, the available dataset still contains images with
labels that can be subjectively interpreted as incorrect or ambiguous
when looking at the images. Fig. 8 shows a sample of these images
and their manual annotations. For example, images with children
are usually expected to be private as a sensitive piece of information,
however both images depicting children are labelled as public. For
IPD, labels of images that do not contain people can be annotated
inconsistently because PicAlert and VISPR were annotated with
different procedures and instructions. VISPR discarded images con-
taining copyright watermark, representing a historic photograph,
captured with a poor quality, and containing non-English text, and

images of people were labelled as private. Contrarily, PicAlert and
PrivacyAlert can contain those images and their labelling could
be either private or public depending on the type of quality con-
trol and instructions provided to the annotators. Resolving these
inconsistencies is beyond the scope of this work and results and
conclusions are limited to the current status of the datasets. For
example, models trained on these datasets fit the incorrect or in-
consistent labels and hence could predict images in an ambiguous
way compared to how a user would expect.

B Comparisons with other prior works
In this appendix, we compare our proposed model, S2P, with 5
multimodal models (Sec. B.1), and 4 similar existing works using
transfer learning, CNN methods, and other classifiers (Sec. B.2). We
compare and discuss the results in Sec. B.3.

B.1 Multimodal models
We consider the multimodal models evaluated by Zhao et al. [62]
on PrivacyAlert: Privacy-CNH (PCNH) [50], Concat [49], Dynamic
Multimodal Fusion for Privacy prediction (DMFP) [47], VilBERT
fine-tuned for image privacy (P-VilBERT) [31, 62], and Gated Multi-
Modal Fusion (GMMF) [61, 62]. Note that thesemodels takemultiple
inputs from different modalities, such as text and images, whereas
S2P is a unimodal model that uses a single image as input.

PCNH [50] is a two-branch network that takes a single image
as input and combines the features extracted by the two branches
with a late fusion mechanism to predict whether an image is pri-
vate. One branch is based on AlexNet pre-trained on ImageNet and
this components is trained with transfer learning by replacing the
last FC layer with an ad-hoc number of classes (from 1,000 to 204),
and then is kept fixed during the second phase of the full model’s
training. This branch enables the model to automatically predict
objects in the image. The second branch has 2 convolutional lay-
ers and 3 FC layers to transform the image into a 24 dimensional
feature vector. This branch learns to extract privacy-specific fea-
tures. The second branch, the feedforward network (3 FC layers
that transform the 204 object features and align with the 24 features
of the second branch), and the last FC layer that fuses the features
concatenated from the two branches are all trained together on the
image privacy dataset (PicAlert [59]). PCNH is not strictly speaking
a multimodal approach as defined in this work, however we report
the performance of this model as presented by Zhao et al. [62] and
for the discussion.

Concat [49] concatenates features extracted by an object recogni-
tion model and a scene recognition model, and user tags, and trains
a Support Vector Machine (SVM) as a privacy classifier. To extract
visual features, this method uses CNNs (e.g., AlexNet) pre-trained
on ImageNet [11] for object recognition and Places365 [64, 65] for
scene recognition and selects the top-𝑘 classes for each type (ob-
ject and scene) to construct binary vectors, denoted as object tags
and scene tags10. Therefore, for a given image, the binary vector
for object tags has a dimensionality of 1,000 elements with only 𝑘
objects enabled with a value of 1. Similarly, the binary vector for

10Tonge et al. [49] reported to have used 𝑘 = 10 in their experiments for consistency
with the previous work on only object tags [45] and showed the best results compared
to using only 𝑘 = 2.
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Figure 8: Sample of PrivacyAlert images whose annotation could be incorrect or ambiguous. First row: images are labelled as
private. Second row: images are labelled as public. Obfuscation added to visible people’s faces.

scene tags has a dimensionality of 365 with only 𝑘 scenes enabled
with a value of 1. Additionally, another binary vector can be con-
structed with the list of tags generated by the users in the dataset
and enabling only the tags identified by the user for the specific
image. The concatenation of these binary vectors results in sparse
vectors that aim at being very discriminative for the SVM classifier.

DMFP [47] fuses the predictions of a set of classifiers specialised
on predicting privacy for each modality, such as objects, scenes,
and user tags. Unlike Concat, features related to objects and scenes
are extracted from the last FC layer of the pre-trained CNNs and are
not converted into binary vectors. The predictions of the modality-
specific privacy classifiers are fused with a weighted majority vot-
ing strategy that uses the “competence” of each classifier (weight)
predicted by a binary classifier trained on a set of visually similar
images (dynamic ensemble approach).

P-VilBERT [62] is a privacy classifier based on a pre-trained
vision-language model, VilBERT [31], that is fine-tuned for image
privacy classification using images and tags as inputs. This model
has a two-stream architecture, one for visual input and another for
the text inputs, and each consisting of attention-based bidirectional
encoding blocks (Bidirectional Encoder Representations from Trans-
formers, or BERT), followed by fusion blocks through co-attentional
transformer layers. The fusion blocks enable the model to exchange
and align information extracted from each modality-specific stream.

GMMF [61, 62] is a decision-level multimodal fusion model that
uses a learnable gating network to weight the predictions of single-
modality classifiers. As Concat and DMFP, GMMF uses pre-trained
CNN models for object recognition and scene recognition. GMMF
also uses the pre-trained BERT model to obtain a feature vector
from the input image tags (user generated or extracted by a CNN).
The three models are fine-tuned on PicAlert [59] to compute the
probability distribution over the public and private classes. The
gating fusion network learns to weigh the predictions from each
modality and uses the weights to compute a weighted average fu-
sion of the privacy predictions of each modality, giving dynamically
higher importance to the stronger modalities for the input image.

B.2 Other works
The additional methods for comparison are: Image Tags [45], Scene
Tags [45], a scene classifier coupled with an SVM classifier [62],
and a fine-tuning of the scene classifier [62]. We refer the reader
to Tonge and Caragea’s work [48] for a more in-depth analysis of

different classifiers, such as Naive Bayes, Logistic Regression, Ran-
dom Forest, and SVM, with features extracted by pre-trained CNNs,
a comparison of different CNNs (AlexNet, GoogleNet, VGG-16, and
ResNet), and a comparison of fine-tuned CNNs with pre-trained
CNNs. For our analysis, we only consider SVM as an alternative clas-
sifier and ResNet as a CNN because Tonge and Caragea’s work [48]
showed to be the best choices in terms of classification performance
on the PicAlert dataset that was used for the experiments. We also
compare S2P with 2 variants that replace the FC layer of S2P with
a 1-layer MLP and 2-layer MLP, respectively, where 1-layer means
the number of hidden layers.

Image Tags uses two CNNs, one pre-trained on ImageNet for
object recognition (ResNet-101 with 1,000 output classes) and an-
other pre-trained on Places365 for scene recognition (ResNet-50
with 365 output classes) and converts the outputs of each CNN
into a binary vector by selecting the top-𝑘 classes with the highest
probability. Selected classes are denoted as object tags and scene
tags, respectively. The resulting vector has a dimensionality of 1,365
with 2𝑘 elements set to 1. Following the parameter setting of Tonge
et al. [49], we set 𝑘 = 10. The image tags are then provided as
input to an SVM trained for image privacy prediction. We count the
number of parameters of the pre-trained CNNs, totalling 68,805,077
of trainable parameters. None of the CNN parameters are optimised
specifically for privacy. Scene Tags is a variant of Image Tags con-
sidering only the CNN trained for scene classification and totalling
24,255,917 trainable parameters. The third method (ResNet-50 +
SVM) is also based on the pre-trained CNN for scene classification
and provides the features extracted from the last FC layer predicted
for the 365 classes as input to a linear SVM classifier instead of
selecting the scene tags. The fourth method (ResNet-50-FT ) uses the
same CNN as previous methods and transfer learning as a training
strategy. The last fully connect layer is replaced with a FC layer
that maps the 2,048 features into the two logits for the public and
private classes instead of the 365 classes for scene recognition. The
parameters of the layer are initialised from a Xavier’s uniform
distribution [15], whereas the parameters of all other layers are
pre-trained on Places365. During training, all model parameters
(23,512,130) are fine-tuned for image privacy.

For the S2P variants, the MLP is designed to halve the number
of features for each hidden layer and the last FC transforms the
features into the logits of the two classes. All the MLP parameters
are initialised from a Xavier’s uniform distribution [15].
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Table 8: Image privacy classification results and comparisons of multimodal models on the testing sets of IPD and PrivacyAlert.

Dataset Method Modalities Training Private Public Overall

Obj. Scenes Tags V L TL FT P R F1 P R F1 P BA ACC

PrivacyAlert [62]

All private – – – – – – – 25.00 100.00 40.00 0.00 0.00 0.00 12.50 50.00 25.00
All public – – – – – – – 0.00 0.00 0.00 75.00 100.00 85.71 37.50 50.00 75.00
Random – – – – – – – 74.27 50.67 60.24 24.23 47.33 32.05 49.25 49.00 49.83

*PCNH [50] 70.60 51.10 59.30 85.10 92.90 88.80 77.85 72.00 83.17
*Concat [49] 62.60 71.60 66.80 90.00 85.80 87.90 76.30 78.70 82.22
*DMFP [47] 66.60 65.60 66.10 88.60 89.00 88.80 77.60 77.30 83.17
*P-VilBERT [31, 62] 65.80 69.70 67.70 89.70 87.90 88.80 77.75 78.80 83.37
*GMMF [61, 62] 77.90 72.20 75.00 91.00 93.20 92.10 84.45 82.70 87.94

S2P 63.11 63.11 63.11 87.67 87.67 87.67 75.39 75.39 81.51

*Results are taken from Zhao et al.’s work on PrivacyAlert [62]. As some of the images of the dataset are no longer available, performance may be higher for these methods. Unlike Zhao et al.’s work
that computes the weighted average precision and recall (BA) across the two classes, giving higher emphasis to the public class that has a higher number of samples, we computed the macro averaging
(unweighted mean), treating the two classes equally.
KEY – Obj.: objects, V: vision, L: language, TL: transfer learning, FT: fine-tuning, P: precision, R: recall, ACC: accuracy, BA: Balanced accuracy (corresponds to overall recall).

For the three methods using the SVM as a privacy classifier, we
use the 5-fold stratified cross-validation strategy on the combination
of the training and validation sets to select the hyper-parameters
and train the SVM. For ResNet-50 + SVM on IPD, the best regu-
larisation parameter (C in scikit-learn) is 0.5, and the training is
performed with balancing the classes, whereas C is set to 0.1 on
PrivacyAlert. Note that features are not normalised as we observed
that standardisation led to comparable classification performance
to not using it. For Scene Tags on IPD, C is set 0.5 and the classifier
is trained with balanced weights across the two classes.

B.3 Results and discussion
We assess how S2P ranks with respect to the multi-modal models
even if using an additional input modality makes the compari-
son unfair as multimodal models are expected to perform better
than unimodal models but this is not guaranteed in practice. As
source codes of the multimodal models are not publicly available,
we simply report the results on PrivacyAlert from Zhao et al. [62],
whereas results on IPD are not available. Table 8 shows that the mul-
timodal baselines evaluated by Zhao et al [62], except for PCNH [50],
achieve higher classification performance than S2P, especially in
terms of recall in the private class, balanced accuracy, and accuracy.
These results are taken directly from the evaluation done by Zhao et
al [62] and a fully fair comparison is not possible due to some miss-
ing images in the dataset. The dynamic gating fusion of GMMFwith
privacy predictions from objects, scenes, and user tags achieves the
best performance with recall at 72.20% on the private class, 82.70%
for balanced accuracy, and 87.94% for accuracy. This shows that
fine-tuning multiple models for privacy prediction and then fusing
this information in a learnable way is the most effective solution
so far, especially outperforming other fusion strategies as Con-
cat and DMFP. The vision-language model, P-VilBERT, fine-tuned
for image privacy classification, obtains classification performance
comparable to DMFP and hence lower than GMMF. Concat, DMFP,
P-VilBERT, and GMMF especially achieves a higher recall on the
private class (71.60%, 65.60%, 69.70%, and 72.20%, respectively) than
the recall of S2P (63.11%). The best performance of GMMF is also
given by the higher recall on the public class at 93.20%. On the
contrary, PCNH is a unimodal model based only on the input im-
age as S2P, but the classification performance are lower than S2P
despite having a branch whose parameters are specifically learned
for privacy prediction. This shows that simply relating scenes to

privacy with an FC layer is more effective than designing a more
complex architecture.

Table 9 compares the classification results of these models on
both IPD and PrivacyAlert, and reports and compares the number
of trainable parameters and the number of parameters optimised for
privacy for all models. For PrivacyAlert, we also report the results of
ResNet50+SVM and ResNet50-FT from Zhao et al.’s work [62] as a
reference for discussion, but we remind the reader of the difference
in the data available compared to our experiment. Our pre-trained
ResNet-50 combined with the trained SVM achieves the best recall
on the private class (81.42% on IPD and 79.78% on PrivacyAlert)
and the best balanced accuracy (83.08% on IPD and 78.48% on Pri-
vacyAlert). Given the small size of the datasets and the features
extracted by a pre-trained CNN, the good performance of SVM
are expected. However, scaling to larger dataset size is a known
drawback of this model to consider. S2P (referred to as ResNet-50
+ FC in the table) achieves lower performance, especially because
of the lower recall on the private class at 72.44% on IPD and and
63.11% on PrivacyAlert. However, the higher recall on the public
class, and given the imbalanced distribution of the classes in the
datasets, makes S2P achieve a comparable accuracy on IPD (83.12%
for S2P and 83.64% for ResNet50+SVM) and the highest accuracy
(81.51%) on PrivacyAlert. The increasing number of parameters
optimised for privacy by the variants of S2P allows the model to
improve the classification performance compared to S2P, especially
in terms of recall of the private class and balanced accuracy on both
datasets, and achieve performance more comparable to ResNet-50
with SVM. However, increasing from 1 to 2 hidden layers provides
a minimal overall improvement (even if there an increase of about
5 pp on IPD for recall on the private class) and an increase in false
positives towards predicting images as private. On IPD, precision of
the private class reduces from 75.27% for the variant with 1 hidden
layer to 71.30% for the variant with 2 hidden layers. Image Tags
also achieves comparable performance to S2P in both datasets but
at the cost of using an additional CNN, whereas using only scene
tags obtains lower overall performance. The latter is caused by the
higher number of false positives for the private class and hence
a lower recall for the public class. Fine-tuning all the parameters
of the ResNet-50 pre-trained for scene recognition to the task of
image privacy classification achieves the lowest performance on
both datasets and therefore this is not a good strategy to train a
model for privacy. Note the difference in performance between our
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Table 9: Results and comparisons of S2P (ResNet50 + FC) with prior methods using different classifier, training strategy, and
input features on the testing set of the two image datasets for image privacy classification. Note also the two variants of S2P
with the fully connected layer replaced by an MLP with 1 and 2 hidden layers, respectively.

Dataset Method Private Public Overall # of trainable parameters⋄

P R F1 P R F1 P BA ACC Optimised Total

IPD [56]

Image Tags + SVM 69.53 81.03 74.84 89.66 82.25 85.80 79.60 81.64 81.84 0 68,805,077
Top-10 Scene Tags + SVM 66.93 76.43 71.37 87.32 81.12 84.10 77.12 78.78 79.56 0 24,255,917
ResNet50 + SVM 72.74 81.42 76.84 90.12 84.74 87.35 81.43 83.08 83.64 0 24,255,917
ResNet50-FT 69.93 70.36 70.14 85.13 84.87 85.00 77.53 77.62 80.03 23,512,130 23,512,130
ResNet50 + FC 75.83 72.44 74.10 86.52 88.45 87.48 81.18 80.45 83.12 732 24,256,649
ResNet50 + MLP (1) 75.27 76.74 75.99 88.25 87.39 87.82 81.76 82.06 83.84 66,978 24,322,895
ResNet50 + MLP (2) 71.30 81.21 75.93 89.90 83.66 86.67 80.60 82.43 82.84 83,449 24,339,366

PrivacyAlert [62]

*ResNet50 + SVM [62] 63.90 64.40 64.20 88.10 87.90 88.00 76.00 76.43 82.00 – –
*ResNet50-FT [62] 69.90 61.30 65.30 87.60 91.20 89.40 78.75 76.25 83.70 – –

Image Tags + SVM 53.00 74.67 61.99 90.19 77.86 83.57 71.59 76.26 77.06 0 68,805,077
Top-10 Scene Tags + SVM 45.26 74.22 56.23 89.04 69.99 78.37 67.15 72.10 71.05 0 24,255,917
ResNet50 + SVM 53.90 79.78 64.34 91.95 77.19 83.93 72.93 78.48 77.84 0 24,255,917
ResNet50-FT 45.22 70.44 55.08 87.85 71.47 78.82 66.54 70.96 71.21 23,512,130 23,512,130
ResNet50 + FC 63.11 63.11 63.11 87.67 87.67 87.67 75.39 75.39 81.51 732 24,256,649
ResNet50 + MLP (1) 55.59 71.78 62.66 89.55 80.83 84.97 72.57 76.30 78.56 66,978 24,322,895
ResNet50 + MLP (2) 56.13 72.22 63.17 89.73 81.13 85.21 72.93 76.68 78.90 83,449 24,339,366

Highlighted in gray is the model used for the discussion in the main paper.
⋄Only neural network parameters are included in this count. Coefficients of SVM are not considered.
*Results are taken from Zhao et al.’s work on PrivacyAlert [62]. As some of the images of the dataset are no longer available, performance may be higher for these methods. Unlike Zhao et al.’s work
that computes the weighted average precision and recall (BA) across the two classes, giving higher emphasis to the public class that has a higher number of samples, we computed the macro averaging
(unweighted mean), treating the two classes equally.
KEY – P: precision, R: recall, ACC: accuracy, BA: Balanced accuracy (corresponds to overall recall); S2P: Scene-to-Privacy; SVM: Support Vector Machine; FT: fine-tuning; FC: fully connected layer.

ResNet50+SVM and ResNet50-FT and the same models in Zhao et
al.’s work [62]. This can denote both a reproducibility issue and the
influence of the missing images.

C Learning privacy with objects and MLP
We compare the classification performance of 12 variants for MLP
with different design choices (Sec. C.1), including object features,
architecture, and training loss, and analyse the hyper-parameters
of the MLP baseline (Sec. C.2). We also discuss MLP-I that uses the
resized and reshaped image as input to the classifier (Sec. C.3).

C.1 Analysis of different design choices
As object features, we consider either only using cardinality or using
cardinality and confidence. The first case is chosen for consistency
with the feature used in GPA [43]. The second case is based on the
additional feature used in the same model of a previous work [55].
We also consider a variant of themodel architecture inwhich a batch
normalisation layer is added after each FC layer before the output
layer. To deal with a highly class imbalance dataset, we consider
training the model with the weighted cross-entropy loss giving
higher importance to the private class based on the distribution of
the training data. The variants based on the batch normalisation
and the weighted cross-entropy loss are trained for both cases of
object features, resulting in six different models. We also train other
six variants using the same design choices as before but normalising
the input features with the z-score transformation11 to handle the
sensitivity of MLP to the range of the input features and by using
the statistics of the training data.

Table 10 compares the classification performance of the trained
models on IPD and PrivacyAlert. The most relevant result is the

11The z-score transformation is commonly referred to as standardisation: the difference
between the value of a variable and themean of the distribution fromwhere the variable
is sampled from is divided by the standard deviation of the same distribution.

use of normalisation for the input features, achieving a recall on
the private class and a balanced accuracy above 70% for almost all
variants. The most significant improvement is for the model using
only the cardinality as feature in both datasets and for the model
using both cardinality and confidence as features in PrivacyAlert.
For the first model compared to the same model trained without
feature normalisation, the improvement is approximately of +26
percentage points (pp) for recall on the private class and +6 pp
for balanced accuracy on IPD, and +7 pp for recall on the private
class on PrivacyAlert. However, when using batch normalisation in
the model architecture, the classification performance are compara-
ble to those of the model trained without the batch normalisation
layer, either using or not using feature normalisation. This also
shows that batch normalisation negatively impact the effect of the
feature normalisation on the input features during training. Using
the weighted cross-entropy loss combined with only cardinality
as input object feature during the training of the model achieves
a recall on the private class of approximately 78% on IPD and 85%
on PrivacyAlert, outperforming other variants, and a balanced ac-
curacy of approximately 74-75%, independently of using feature
normalisation. When also using confidence as part of the object fea-
tures, results for the two performance measures are similar to the
model with only cardinality as object feature except for the recall
on the private class in PrivacyAlert when feature normalisation is
not applied (80.22%). However, this improvement is less significant
due to the decrease in the overall accuracy caused by more false
positives or less true positives for the public class.

Ranking the models across the two datasets with a balance be-
tween the three performance measures is not straightforward. For
a fair comparison with GPA, we selected the variant using feature
normalisation and only cardinality as object feature (see Section 6).
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C.2 Hyper-parameters analysis
The design of an MLP classifier requires to define the number of
hidden layers (depth) and the number of neurons for each layer
(width). We analyse the classification performance of this baseline
while varying these two hyper-parameters. We perform a grid
search with the following values: {1, 2, 3, 5, 7, 10} for depth, and {4,
8, 16, 32, 64, 128} for width. Note that we use the same width for
all hidden layers, and the width 128 is larger than the input feature
vector (cardinality values for the 80 objects). Specifically, we use the
choices made in the previous analysis: only cardinality as feature,
feature normalisation, and no weight loss during training.

Fig. 9 shows the variations in recall on the private class, bal-
anced accuracy, and accuracy, based on each combination of hyper-
parameter values on both IPD and PrivacyAlert. Curves are not
necessarily consistent between the two datasets and the best value
for the two hyper-parameters is not easily identifiable, depending
on the reference performance measure. Considering balanced ac-
curacy and recall on the private class, performance of the model
with different parameter values is comparable to each other on IPD,
except for when the width is 4. Setting the width to 4 makes the
model degenerate to predict only public images when the depth is
higher than 5 hidden layers in IPD and when the depth increases to
3 hidden layers or above in PrivacyAlert. PrivacyAlert has a smaller
number of images whose content can vary compared to IPD, and
therefore the performance measures have larger variations depend-
ing on the values of the hyper-parameters. As for the width set to
4, the model degenerates to predict only public images when the
width is set to 8 and the depth is set to 7 hidden layers. Using larger
widths can lead to a higher recall even with only 3 hidden layers,
e.g., using 32 neurons, but the overall accuracy decreases to about
70% denoting a higher number of false positives. A similar result
can be observed when the number of hidden neurons is set to 128
and the depth is set to 7 hidden layers. Other configurations make
the model achieve more comparable results on PrivacyAlert. We
remind the reader that this classification performance is affected by
other choices and hyper-parameters, such as batch size or learning
rate, that are not analysed in this experiment.

C.3 Resized image as input feature vector
The classifier has 2 FC hidden layers, each halving the dimension of
the input feature vector and followed by ReLU, and an FC layer to
output the logits of the two classes before applying the softmax for
the classification. The input RGB image is resized to a resolution of
64×64 pixels, the values are normalised with respect to the statistics
of the ImageNet training set, and then the transformed image is
reshaped into a vector with the colour channel concatenated one
after the other. These design choices make the number of trainable
parameters to be optimised to 99,104,258 (randomly initialised be-
fore training the model). The number of parameters of MLP-I is also
much higher than MLP or GA-MLP (<2,000 parameters). Table 5
reports the classification results of the model on both the IPD and
PrivacyAlert datasets, respectively. In both datasets, MLP-I achieves
lower performance than MLP: about -10 pp for accuracy and -20 pp
for balanced accuracy. Simply resizing, normalising, and reshaping
an image as input to an MLP classifier is not sufficient to predict
an image as private.

Table 10: Comparison of classification performance between
MLP variants based on different design choices.

Object features Image Privacy Dataset PrivacyAlert

Card. Conf. Norm. BN WL R (Priv) BA ACC R (Priv) BA ACC

49.13 68.44 74.87 63.56 71.49 75.45
69.79 75.04 76.79 59.11 71.20 77.23
48.83 68.22 74.68 61.78 70.78 75.28
69.44 75.23 77.16 57.33 70.87 77.62
78.82 74.78 73.44 85.78 73.94 68.04
76.43 75.49 75.17 80.22 74.10 71.05

75.09 74.65 74.51 70.67 73.78 75.33
72.01 75.28 76.37 75.33 74.96 74.78
49.39 68.36 74.68 62.67 70.82 74.89
70.14 74.90 76.49 58.44 70.49 76.50
78.04 74.63 73.50 84.67 74.54 69.49
73.09 75.76 76.65 85.33 75.47 70.55

KEY – Card.: cardinality, Conf.: confidence, Norm: input features are normalised based on training
statistics; BN: batch normalisation; WL: weighted cross-entropy loss; R: recall, BA: balanced
accuracy, ACC: accuracy, Priv.: private; not considered, considered.
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Figure 9: Analysis of the MLP performance when varying
the number of hidden layers and number of neurons in the
hidden layers. The number of neurons are kept fixed across
the hidden layers. Note the different y-axis limits for visu-
alisation purposes. Legend: 4 neurons, 8 neurons, 16
neurons, 32 neurons, 64 neurons, 128 neurons.

D Graph-agnostic model
We compare the classification performance of sixteen variants for
GA-MLP based on different design choices, including object fea-
tures, architecture, and training loss.

A previous work [55] used confidence and cardinality as object
features, and included an FC layer to transform the input features
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Table 11: Classification results and comparison of GA-MLP variants.

Object features Image Privacy Dataset PrivacyAlert

Card. Conf. Norm. Tran. BN WL R (Priv) BA ACC Rep. R (Priv) BA ACC Rep.*

28.60 59.01 69.14 4.00 51.11 74.61
28.60 59.01 69.14 14.00 53.36 73.00
47.79 64.71 70.36 2.22 50.52 74.61
36.59 62.22 70.76 4.00 51.00 74.44
75.65 74.71 74.39 68.89 72.82 74.78
70.83 74.98 76.36 60.67 71.27 76.56
53.26 62.28 65.29 96.67 58.88 40.03
62.80 66.57 67.82 86.00 65.81 55.73

0.00 50.00 66.67 4.00 51.11 74.61
34.85 60.88 69.56 4.44 51.18 74.50
38.50 62.38 70.34 2.00 50.41 74.55
39.93 62.52 70.05 4.00 51.00 74.44
0.00 50.00 66.67 69.11 72.93 74.83
68.14 74.87 77.11 66.44 72.60 75.67
53.26 62.28 65.29 96.67 58.88 40.03
60.11 66.50 68.63 78.89 66.08 59.69

*Note that implementation of the method is affected by non-deterministic behaviours across various variants
KEY – Card.: cardinality, Conf.: confidence, Norm: input features are normalised based on training statistics; Trans.: each input feature is transformed
into a higher dimensional vector via a fully connected layer; BN: batch normalisation; WL: weighted cross-entropy loss; R: recall, BA: balanced
accuracy, ACC: accuracy, Priv.: private; Rep.: repeatability of training procedure and results; not considered, considered.

Table 12: Analysis of GA-MLP over five runs to quantify the
variability of batch normalisation.

Run Image Privacy Dataset PrivacyAlert

R (Priv) BA ACC R (Priv) BA ACC

1 75.65 74.71 74.39 68.89 72.82 74.78
2 76.22 74.57 74.02 71.33 74.23 75.67
3 76.56 74.62 73.97 70.22 73.56 75.22
4 75.74 74.67 74.32 67.11 72.71 75.50
5 78.30 74.27 72.93 71.56 74.04 75.28

mean 76.49 74.57 73.93 69.82 73.47 75.29
std ±1.07 ±0.17 ±0.59 ±1.85 ±0.69 ±0.34

and a batch normalisation layer after the FC layer of each block. We
analyse variants of this model adding each of these components to
the simplest variant that only uses the object cardinality as node fea-
ture in input. The second variant includes the confidence as second
object feature. Other two variants use the FC layer to transform the
input features, each variant depending on the object features used
as input. Similarly, other two variants use the batch normalisation
layer in the model architecture, each variant depending on the input
object features. The last two variants use a weighted cross-entropy
loss as objective function to give higher importance to the private
class based on the distribution of the training data. To understand if
the behaviour observed for MLP is also repeating with GA-MLP, we
consider other eight variants that use the same design choices as
the previous ones but normalise the input features with the z-score
transformation based on the statistics of the training data.

Table 11 compares the classification performance of the trained
models on IPD and PrivacyAlert. Avoiding using batch normalisa-
tion or the weighted cross-entropy loss makes the performance low,
especially for the recall on the private class that is lower than 50%.
For PrivacyAlert, the performance of these trained models, either
using or not using feature normalisation (rows 1-4 and 9-12), is close
to the degenerate case of predicting only the public class for all im-
ages in the testing set. On the contrary, using batch normalisation
makes the model achieve the highest performance measures, es-
pecially when considering accuracy and balanced accuracy jointly.
However, adding feature normalisation to these models does not
provide a significant impact and when using only cardinality as

object feature, the model degenerates to predict only the public
class in IPD. As expected, when training the model with weighted
cross-entropy loss, the recall on the private class can achieve per-
formance higher than 50% on IPD and above 78% (up to 96.67%)
on PrivacyAlert. However, accuracy is significantly and negatively
affected with values lower than 70% (40% on PrivacyAlert, see rows
7 and 15), showing that there is higher number of false positive
and less images correctly predicted as public. Using confidence as
additional feature can improve the performance of the re-trained
model but not sufficiently to be comparable to the model using
batch normalisation. Moreover, adding feature normalisation does
not have any effect when using only cardinality.

For a fair comparison with GPA [43], we select the variant that
uses batch normalisation and only cardinality as input object feature.
As the training and results of this model cannot be replicated (row
5 of Table 11), we analyse the performance over 5 runs and report
the classification results, mean and standard deviation in Table 12.
Keeping fixed the values of all hyper-parameters and seed, the
training and results of the model can be reproduced with a small
standard deviation (note the largest standard deviation of ±1.85 for
the recall on the private class in PrivacyAlert). We use the results
of the model trained in the first run for the discussion in the main
paper (see Section 6).
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