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Abstract

In this paper, we describe the design and evaluation of Panopticon,
an educational board game that helps data science students learn
the skills of designing privacy-sensitive data practices with fun.
Panopticon draws inspiration from the classic economics-themed
game Monopoly, but re-imagines Monopoly’s financial system as
a data economy and requires players to conduct privacy design
related activities as they navigate the game board. We used two
learning science principles, peer learning and formative feedback,
to guide the game design. We evaluated the game through a user
study with 36 players (i.e., 12 game sessions) and compared their
learning outcomes to a control group (n=36) who learned privacy
design through paper content. To measure the learning outcomes,
we developed rubrics to quantitatively assess the quality of the
privacy designs, covering the level of detail, the technical feasibility,
and the empathy for stakeholders. Our results suggest that Panop-
ticon increased the learning outcomes by 354%, with significant
improvements in all three dimensions. Participants also reported it
as an entertaining way to learn in the post-study interview.
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1 Introduction

Companies are hiring privacy engineers but have trouble filling
these positions with qualified candidates [16]. As a result, univer-
sities have started to offer privacy courses [9] or include privacy
modules in courses on computer security [72], technology and
public policy [21], and computers and society [71]. However, a
key challenge with these efforts is we only have limited education
methods tailored to teaching privacy [40].

Training privacy practitioners typically involves two main types
of teaching activities. The first is lectures on privacy concepts,
which provide students with a foundational understanding of key
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topics such as data protection, consent, encryption, and privacy
regulations [15]. The second is privacy review essays (e.g., [2, 9, 81]),
where students evaluate the privacy issues of selected technology
and discuss possible solutions to address the issues in short essays.

In this paper, we introduce Panopticon, an educational board
game that helps data science students learn the skills of designing
privacy-sensitive data practices (i.e., designing privacy) with fun.
Panopticon draws inspiration from the classic economics-themed
game Monopoly, but re-imagines Monopoly’s financial system as
a data economy. While players in Monopoly alternate between
the roles of landowners and tenants, players in Panopticon switch
between digital service users and developers. As players navigate
the game board, Panopticon requires players to iteratively design,
critique, and revise peers’ privacy designs. Panopticon will intro-
duce a new hands-on, interactive teaching activity into the
toolbox of privacy engineering educators.

We used two learning science principles, peer learning and
formative feedback, to guide the game design. When students
critique others, they engage in peer learning [36]. Evaluating others’
work requires players to practice their understanding of the subject,
which can enhance their learning [46]. The formative feedback [31]
principle emphasizes that learning is most effective when learners
receive timely, specific, and actionable feedback [68] that helps
them understand their strengths, identify areas for improvement,
and guide their next steps.

We used a human-centered approach to iteratively refine the
game design. We held 9 pilot game sessions with 2-3 players each.
In each session, we collected participant feedback to refine our
game design. We then tested the modified game in the subsequent
session. Our final game design includes three key artifacts: (1) a
Monopoly-like paper-based game board, serving as the primary
interface for player interaction (Figure 1); (2) a design worksheet,
helping students create structured data practice designs (Figure 5);
and (3) a task bank offering diverse data practice scenarios for
players to draw from (Table 7).

We then evaluated the game through a user study with 36 players
(i.e., 12 game sessions) and compared their learning outcomes to
a control group (n=36) who learned privacy design through paper
content. Before and after the learning activity, we assigned each
participant two random data practice scenarios and asked them to
design data practices using the design worksheet. We then created
rubrics to assess each design based on three key dimensions: level
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Rules of Panopticon

Starting the Game

Players start at “Go!” space with 1,000 data points.
Players take tumns rolling the dice and move the indicated number of steps.

. Landing on Digital Service Spaces

Claiming Spaces

When landing on unclaimed spaces, players may claim the space by paying data points
and creating a privacy design.
Newly created designs start at 15 trust points.

Using Services

Landing on spaces owned by others requires players to pay data points to the owner.

Players may then critique the design. Each critique receives a score from 0-15 based on its

specificity, actionability, and justifiability. The critic receives (score x 10) data points from

the design owner, and the design’s trust score decreases by the critique score.

When a design's trust score drops to 0, the owner loses control of that service category.

Maintaining Ownership

When landing on their own space, players can spend data points to revise their design.

Landing on Special Action Spaces

“Data Reboot”: Receive a free design revision opportunity.

“Patent Piracy”: Claim any digital service space by paying data points.

“Insightful Inquiry”™ Ask for clarification about another player’s design. The design owner

then revise their design to address the inquiry.

Figure 1: Panopticon game board and rules. Panopticon re-imagines Monopoly’s financial system as a data economy and offers
players an engaging way to learn designing privacy through iterative design, critique, and revision.

of detail, technical feasibility, and empathy towards stakeholders.
We measured the learning outcome in both groups as the delta
between the average score in the post-intervention group and the
average score in the pre-intervention group.

We found that Panopticon can improve the learning outcome
by 354%, with significant improvements in all three dimensions.
We also analyzed participants’ pre- and post-intervention designs.
We found the designs evolved from generic technical solutions to
detailed considerations of data handling processes, user acceptance,
and practical implementation steps (see examples in Figure 2). Par-
ticipants also reported it as an entertaining way to learn in the
post-study interview, with most players expressing interest in con-
tinuing beyond the predefined time limit. The game artifacts will
be made publicly available following the publication of the paper.

2 Related Work
2.1 Privacy Literacy

Researchers have been developing privacy literacy solutions to help
non-technical individuals make informed decisions about sharing
and protecting their personal data [49, 58, 60, 61, 80]. Multiple
online libraries provide reading resources for users to learn more
about online privacy issues [6, 59, 65]. Gamified approaches have
also proven effective in making privacy concepts engaging and
easier for laypersons to understand [14, 24, 32, 48, 67]. For instance,
Sheng et al. designed an educational game to help users better
identify phishing websites and not fall for phishing [67]. Digital
tools, such as The Data Detox Kit [77] and Terms of Service; Didn’t
Read [55], guide non-technical individuals to manage their digital
footprint by breaking down privacy terms into simpler summaries.

While these solutions focus on teaching non-technical audiences
to make informed privacy design decisions, our work explores a
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less studied space: how to teach tech-savvy data science students
privacy design skills.

2.2 Privacy by Design

Previous research on privacy by design (PbD) focuses on helping
privacy practitioners align their design decisions with compliance
requirements and user expectations [1, 3, 12, 25, 64]. Tools such as
compliance frameworks designed by the National Institute of Stan-
dards and Technology (NIST) and Privacy Impact Assessment (PIA),
offer developers a checklist in complying with the General Data
Protection Regulation (GDPR) and California Consumer Privacy
Act (CCPA) regulations [53, 82]. More recent work translates PbD
principles into design objectives [4, 29, 73] and develops tools for
implementing privacy requirements [62, 87]. For instance, Hoep-
man’s privacy design strategies map privacy regulations into eight
system design strategies (e.g., minimize, hide, separate) [29]. Tools
such as Privado.ai provide a code scanning platform that helps
organizations automate GDPR compliance in their software [62].

In contrast to these PbD works, which focus on data practice, our
work takes a human-centered perspective and focuses on training
future data practitioners. Success in our work would improve prac-
titioners’ capability in designing privacy-sensitive data practices,
benefiting the privacy of individuals whose data is processed by
these practitioners.

2.3 Experiential & Game-Based Learning

Experiential learning, also known as active learning, has proven ef-
fective in helping students acquire practical skills and develop criti-
cal thinking and problem-solving abilities [37, 38, 52, 83]. In data sci-
ence, this often comes through working on a capstone experience, or
major project at the end of an educational program [5, 52, 63]. This
is often a chance for students to utilize the skills they have learned to
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“A finance app wants to know if ing users their ing in gories and overall
helps them achieve a higher savings rate compared to when users look at transaction one by one.”

Data Collection: Daily transaction of the user and store them in Database

Data Processing: 1. Replace the name of the users by their id
2, Aggregate by id

3. Categorized by the categories for each user

Data Sharing

Data Usage: Options for user - either they can choose to user by category or view in details.
The decisions last for 6 months and compare between groups

(a) Participant’s privacy design before the game

“An entertainment app is interested in determining whether co-watching features can reduce the
ikelil of long-di: couples ing up.”

Data Collection (Consent from user to particip ate_ Increased Empathy

- Collect their relationship status, intimacy level (through answer

question and assigning scores)

- Select whether they are long-distance (3) More Detail

Data Processing (- Filter our user who are not in relationship

(1) Increased Empathy
gn ID to each user and their partne

- Aggregate by intimacy level and amount of time spend watching videos
together (0-5 hrs, 5-10 hrs, etc.)

(2) Better Technical Feasibility

(3) More Detail
Data Usage tRandome select 75% of data in long-distance group and 75% not in

ance group
Ask the same question about intimacy level every two months and l
[measure increase/decrease in breakup rate
(2) Better Technical Feasibility

(b) Participant’s privacy design after the game

Figure 2: Through Panopticon, participants’ privacy designs
improve in (1) empathy (e.g., addressing consent before col-
lecting data), (2) technical feasibility (e.g., adopting an effec-
tive analysis method), and (3) level of detail (e.g., specifying
the implementation of a new feature).

tackle real-world problems [52, 83]. Gamified learning has emerged
as another form of experiential learning that engages students
through interactive and immersive experiences [43]. Gamified secu-
rity work help students understand security principles and improve
performance in security assessments [23, 34, 51, 56, 66]. For exam-
ple, CyberCIEGE immerses students in security decision-making by
placing them in the role of information assurance decision-maker
for some enterprise [78]. Control-Alt-Hack, a tabletop card game,
engages players in white-hat hacking missions to raise awareness
of cybersecurity [18, 19]. Panopticon builds on these principles by
introducing privacy design concepts through an educational board
game. Players actively engage in designing, critiquing, and iterating
on privacy designs within a gamified framework.

3 Design Overview of Panopticon

The educational objective of Panopticon is to teach students the
skills to design privacy-sensitive data practices (i.e., “design pri-
vacy”). Below, we present the key design concepts of Panopticon.
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3.1 Applying Learning Science Principles

Previous research highlights several barriers faced by practitioners
in designing privacy [13, 30, 42, 44]: (1) practitioners often strug-
gle to articulate precise privacy-related design decisions [42, 44];
(2) practitioners frequently overlook important design decisions
and fail to anticipate the potential implications of specific design
choices [13, 44]; (3) many privacy-sensitive data practice designs
are technically impractical [42].

We used two learning science principles, peer learning [10, 79]
and formative feedback [31, 69], to design the game to help students
overcome these barriers.

Panopticon employs the peer learning principle by encouraging
players to evaluate others’ privacy designs and provide feedback.
Research has shown that peer learning increases students’ possibili-
ties to reflect and explore ideas when teachers are absent [10, 33, 45].
By critically assessing peers’ designs, players must engage deeply
with privacy concepts, which enhances their understanding and
ability to articulate privacy-related design considerations. Further,
a player may only be aware of a few privacy issues. By exposing
players to their peers’ perspectives, the game helps them identify
overlooked design decisions and unexpected implications.

Panopticon also encourages players to provide formative pri-
vacy feedback on others’ data practice designs throughout the
design process, even when the final design is not ready. Research
shows that learning is most effective when learners receive timely,
specific, and actionable feedback, enabling them to understand
their strengths, identify areas for improvement, and plan their next
steps [54]. To support this, we set a tight time limit for the design
tasks, prompting players to create only a rough sketch of their de-
signs. This intentional constraint ensures that all designs remain in
an unfinished state, making players more open to acknowledging
and addressing the shortcomings in their work.

3.2 High-level Game Design

Panopticon draws inspiration from the classic economics-themed
game Monopoly, but re-imagines Monopoly’s financial system [57]
as a data economy. While players in Monopoly alternate between
the roles of landowners and tenants, players in Panopticon switch
between digital service users and developers (Table 1).

Panopticon has two core game mechanisms: data points and
trust scores. Data points function as currency - developers spend
them to enter the market and earn them when users access their
services, while users spend them to use services and earn them
through effective critiques. Trust scores measure privacy design
quality, starting at an initial value and decreasing when users iden-
tify privacy concerns through critiques.

When acting as developers, players must articulate their privacy
design and data handling practices, starting with a baseline of
consumer trust. However, if their practices raise privacy concerns,
they gradually lose public trust and risk being expelled from the
digital service market. Conversely, as users, players must spend
data points to use other players’ services. If they discover their
data is at risk of misuse, they can critique the developer’s practices,
leading to the developer losing market share.
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Table 1: Panopticon maps the real-estate concepts in Monop-
oly to concepts in modern digital marketplaces.
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actions—Data Collection, Processing, Sharing, and Usage—with text
boxes for documenting privacy design decisions.

Monopoly Panopticon Player Nams
Digital  service  devel- esi DroductWY (¢
Roles Landlord/Tenant & v v Hypothesis Produeity ¢
oper/User Trust Score -\
Real estates (lands, .. . - -
Assets h d hotels) Digital services (_bata coltection ) \\ (_Data processing \
ouses, and hotels e (A Anengin e o Gt
Currency  Monopoly money Data points 5 Y oytrtion vy shou) guatbblesias
o e b4 0,
Asset Ac Purchase unowned Pay a claim fee and sketch L, Canctltsti of oness 8
s lands by paying privacy designs to claim dig- = erurtt pw et T
quisition . . . .
listed price ital services Data usage . A (_Data sharing N
Landing . e land Pa.y. a sul;scrlp.tlon fi:ie a.md ppague Chsliot vrte shart g slots
on Others’ ay rent when land- critique t e.prlvacy §31gn i — 1 oAS Wik othey wsess
Assets ing on owned lands when landing on claimed besed o sho selednles .
digital services
Expanding Build houses/hotels .. . . . i . .
P & Revising privacy designs Figure 3: Initial design worksheet that tracks the privacy
Assets on owned lands .
Go,  Community design’s status (e.g., current trust score) and a dataflow.
Special Chest, Chance, Go . . . .
Action to Jail, Jail, Free Go, Data Reboot, Patent This flowchart visually demonstrates how each data action builds
Spaces Parkiné I;acome Piracy, Insightful Inquiry upon previous actions, helping both the authors and the other

Tax, Luxury Tax

3.3 Interactive Prototyping

We first developed a paper-based game board by adapting the
Monopoly game board and associated rules (Table 1). We then
conducted two interactive prototyping sessions [20] using the initial
game board with five data science undergraduate students. Since
the game was not fully developed then, the research team actively
explained the mechanisms to the players during these sessions. In
doing so, we can observe how students play the game when the
final game design was not ready.

We made two key observations during the interactive prototyp-
ing sessions. First, students struggled to create well-defined data
practice designs for others to critique. Frequently, a player would
begin with vague descriptions of a data practice, making it difficult
for the other player to provide meaningful critiques. Moreover, this
vagueness made it challenging to validate whether the critiques
were valid.

Second, selecting a data practice design scenario proved to be
non-trivial. Initially, we allowed players to choose any data practice
design scenario they were interested in. However, this approach led
to two issues: (1) not all players were familiar with the contexts of
the chosen data practices, and (2) some scenarios were too complex
to design within the constraints of a game session.

3.4 Design Worksheet and Task Bank

To address the two challenges mentioned above, we developed a
Design Worksheet to help players effectively think through and
communicate data practice designs, and a Task Bank offers pre-
selected data practice scenarios for players.

The initial design worksheet (Figure 3) includes two parts: a
section that records key elements such as the player’s name, re-
search hypothesis, and trust score, and a flowchart of four data
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players think through the interconnected nature of privacy design
choices. Players complete this worksheet when claiming a digital
service, documenting their decisions for each data action primitive.
This structured format also aids players in articulating critiques
of specific privacy design decisions. The flow chart formulation is
inspired by Lean Privacy Review [35].

The question bank contains a set of data practice design scenar-
ios inspired by real-world data practices (see complete scenarios in
Appendix Table 8). We centered all scenarios around a standardized
data science question to reduce the task complexity. An example
scenario, drawing inspiration from OKCupid’s controversial exper-
iments [27], is:

Imagine that you are a data scientist at an online dating company,
and your manager asks you to design an experiment to answer the
following question: “Will increasing the visibility of shared interests
and mutual connections on social networking apps enhance the likeli-
hood of users finding compatible dating partners?” How would you
design the experiment in a way that respects user privacy?

3.5 Initial Game Play Rules

We also articulated the basic rules for gameplay through the inter-
active prototyping session. All players start the game at the “GO!”
space with A data points. Players will take turns rolling dice to
move around the board, encountering two types of spaces: digital
service spaces and special action spaces.

Players interact with digital service spaces in three ways:

o Claiming Spaces: When landing on an unclaimed space, players
can establish ownership of the slot by paying B data points. The
player must then draw a research question from the privacy
design bank and create a privacy design within two minutes.
Each new design starts with a C trust score.

o Using Services: Landing on an owned space requires the service
owner to pay D data points. Players can then critique the owner’s
privacy design. Teachers will score the critiques on a scale from
0 to 5 points based on three criteria: specificity, justification, and
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actionability [54], with a maximum possible score of 15 points.

The critic receives (score X 10) data points from the owner, and

the design’s trust score decreases by the critique score.

e Maintaining Ownership: When a design’s trust score drops
to zero, the owner loses control of that service. To prevent this,
owners can spend D data points to revise their design within
one minute when landing on their own space.

Monopoly uses special action spaces to make the game more
engaging, with each space having a rule (e.g., Go to Jail) that deviates
from standard gameplay. We adapted the special action rules into
our context (see Appendix Table 9).

Through these core mechanics, players experience iterative cy-
cles of privacy design, peer critique, and design revision. The game
continues until either a player bankrupts or the agreed session time
is reached, with the winner being the player who accumulates the
most data points.

4 Pilot Test and Iterations

We then conducted seven pilot test sessions and iteratively refined
the game design based on our findings from the pilot studies.

4.1 Pilot Study

We recruited participants from our research lab and conducted
seven pilot sessions with three players per session. Although Panop-
ticon supports varying numbers of players, we selected the three-
player format as it effectively balances the diversity of critiques
with the logistical ease of coordinating and scheduling participants.

Every session begins with a tutorial explaining our game me-
chanics, followed by a 45-minute game (Figure 4). The pilot test
sessions used a think-aloud protocol where participants verbalized
their thought processes while creating privacy designs. We refined
the game design iteratively based on participant feedback and then
tested the modified game in a subsequent session. We paused the
process until we observed evident improvements in participants’
privacy designs after gameplay and confirmed that players found
the game enjoyable. Through the process, we empirically deter-
mined the parameters for the game rules (see final parameters in
Figure 1) and made the following key modifications.

4.2 Modified Game Board

We observed that the dice-rolling mechanism introduced random-
ness to peer learning opportunities. In one notable case, a player
went through an entire session without landing on any digital ser-
vice space. They did not have the chance to create, critique, or revise
privacy designs.

We made two main changes to the game board to ensure students
will have enough opportunities to interact with peers. First, we
reduced the number of unique digital service spaces from 12 to 3.
The final game board only has three digital services across three
domains (Social, Health & Fitness, or Productivity), but each service
can be triggered by 4 different slots (see Figure 1).

Second, we replaced the spaces that merely provided bonuses
or penalties with action-required spaces (Table 9). Specifically, we
invented the following action spaces to support learning objectives
and mitigate randomness actively:
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¢ “Insightful Inquiry” requires players to ask for elaboration
on one of the existing designs as a charity space. The inquiry
differs from the critique since it does not ask players to provide
actionable insights. After receiving an inquiry, the design owner
will have 1 minute to elaborate on their designs.

e “Data Reboot” enables players to revise any of their designs
without cost. This ensures players can improve their designs
even when dice rolls don’t land them on their own spaces. Pro-
viding extra chances for players to refine their designs based on
received feedback aims to promote iterative learning, preventing
situations where poor initial designs persist due to a lack of
revision opportunities.

o “Patent Piracy” allows players to claim any digital service space
on the board. This addresses a common issue we observed during
the pilot testing phase: some players never acquired spaces due
to unlucky dice rolls. By providing an alternative path to space
acquisition, we aim to let all players to practice privacy design
and engage in peer critique.

4.3 Modified Design Worksheet

We noticed that feedback given by players during the pilot study
was often vague, leaving those who received feedback unclear
on how to revise. For instance, one common feedback is, “I think
your design is collecting unnecessary user information,” leaving
recipients unclear on how to improve their designs.

The problem is twofold: the initial data practice designs are
vague, and critics lack the skills to provide effective feedback. Our
solution is inspired by prior research on crowdsourced design feed-
back [39, 54], highlighting that rubrics and examples effectively
structure feedback by encouraging attention to deep and diverse
criteria. Without such guidance, novices often focus on the first
thing they notice, typically surface-level details [26].

We first added privacy design examples in the design worksheet
to facilitate novice players’ documentation of design choices at
each stage (Figure 5). We then listed examples of different levels of
critiques to let players have a better understanding of what feedback
they are expected to give (Table 2).

Table 2: Critique Examples. We provide the following exam-
ple to show participants which critiques are preferred and
which are not.

High quality Critiques
Specific

“The current data collection method risks ex-
posing user privacy

Justifiable because it logs detailed daily behaviors with-
out anonymization.

Actionable To mitigate this, implement data anonymiza-
tion techniques before storage and restrict ac-
cess to only aggregated data for analysis.”

Low quality Critiques

Unspecific “This app might be invading users’ privacy

Unjustifiable  <no justifiable description included>

Unactionable Maybe look into this issue.”
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(a) The game board, banknotes, and work-
sheets used in the pilot studies.

game session.

(b) Participants engaging in the game.

(c) A participant explaining privacy design
to others during the game.
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(d) Privacy design developed during a pilot

(e) Participants propose their design on the white-
board (black), others critique the design (red), then
the design is further refined (blue).

Figure 4: Snapshots of the pilot game sessions. Through Panopticon, players engage in peer learning by proposing privacy
designs, critiquing others’ designs, and incorporating formative feedback to revise their own.

5 Evaluation

In this section, we present the design of our IRB-approved study and
the quantitative and qualitative evaluation results of Panopticon.

5.1 Study Design

We based our evaluation design on Sheng et al’s methodology for
assessing educational security interventions [67]. We first presented
participants with a data practice scenario and asked: “As a data
scientist, design a privacy-sensitive experiment to investigate this data
practice scenario.” After completing the first privacy design, partici-
pants underwent training, either through the Panopticon game or
worksheet tutorials. Next, students will act as data scientists again
to work on another data practice scenario. Finally, we asked them
to complete an exit survey (Figure 6).

We developed two data practice scenarios: (1) whether co-watching
features reduce long-distance relationship breakups (TikTok Sce-
nario) and (2) whether categorized spending summaries increase
savings rates (Finance App Scenario). We describe the two scenarios’
exact descriptions in Table 8. To control for potential differences in
scenario difficulty, we randomized their order - half the participants
received the TikTok Scenario first, followed by the Finance App
Scenario (Group TF), while the other half received the scenarios in
the reverse order (Group FT).

We divided our participants into two groups:

e Game Group: Participants played Panopticon in groups of three
for 40 minutes after watching a tutorial video. We chose the
group size to enable peer learning while maintaining meaningful
participation from each player. Two authors (one PhD student
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and one undergraduate student) took turns acting as the “teacher”
who scores the critiques.

Worksheet Tutorial Group: Participants spent at least 10 min-
utes studying our privacy design worksheet independently. We
advised participants to begin the post-intervention task only
when they felt their learning had reached a satisfactory level
of saturation. This condition helps isolate the impact of game
mechanics from the educational content.

We conducted all sessions using consistent recruiting, screen-
ing, and experiment administration procedures. We encouraged
participants to think aloud while creating their designs, and we
recorded their verbal explanations and written responses for anal-
ysis. The total experiment time was approximately one hour per
session, including pre- and post-intervention designs, training, and
completion of the exit survey.

5.2 Participant Recruitment and Demographics

We recruited 72 students from an American university through
flyers posted around campus and advertisements on social plat-
forms. We divided the game group (n=36) into 12 game sessions of
3 players each and the worksheet group (n=36) into 36 independent
sessions. We compensated each participant in the game group with
a $15 Amazon gift card and a $5 bonus for winning the game to
provide an incentive for engagement and to reward achievement
within the game. Participants in the worksheet group received $10.

We screened participants according to their majors’ curricu-
lum alignment with ACM Data Science Task Force’s definition of
Data Science [17]. We recruited participants with varying levels of
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The app developers of a certain productivity app are interested in determining whether requiring
users to schedule both leisure and work activities in their daily plans can increase their overall life
satisfaction.

Data collection Data processing Data usage
- User's daily tasks and activities Filter users who have never | | Before including the mandatory leisure

- Task Labels included leisure activities feature, m their life satisfaction
level. After including the mandatory
leisure feature, measure again.

Inquiry for details: l

Critique:
This causes privacy issues. Companies
should not know the exact details of users
daily behaviors. Instead, only collect task

classifications or labels.

How specifically will you include the feature?
How exactly will you measure the satisfaction level?

Data usage

Data collection Data processing

Including the feature as a required
notification. If not solved, the app will
not allow users to perform further
tasks. Before including the mandatory
leisure feature, measure their life
satisfaction level by conducting a
survey that asks users happiness
level. After including the mandatory
leisure feature, measure again.

[~ Filter users who have never

- Task Labels included leisure activities

... after multiple iterations

Data collection Data processing Data usage

- Clean and remove
incomplete entries
~Categorize tasks into
[ leisure or work activities [+
-Drop UserlD (optional)
~Group by users' gender,
age, occupation &
education

-Baseline survey using a
standardized life satisfaction
scale (before & after feature
releasing)

~Task labels (over a month)
-Users' Demographics: User D,
age, gender, education
background, ocoupation

Within each group we conduct control & treatment:
Control Group: This group consists of users who have been using
productivity apps as they normally would, without any mandatory
changes. They do not receive any prompts o notifications asking
them to schedule leisure activities.

Experimental Group: This group includes users who, in addition to
their daily tasks, are required to use the mandatory leisure feature.
They are periodically notified to ensure they are including at least 2
leisure activities each day.

Compare how their life satisfaction levels change between users
with scheduling work tasks only and those who have included
leisure activities.

Figure 5: The final design worksheet (partial) with an exam-
ple illustrating the iterative design process. The top section
presents an initial design, starting with rough ideas. It then
undergoes critique (red) and receives inquiries (green) from
peers. Revising the design to address these issues results in
the final version shown at the bottom.

proficiency in data science competencies (e.g., programming, data
analysis, machine learning). These demographics help us under-
stand how our game could help data science students with varying
levels of prior domain knowledge. A summary of demographics is
shown in Table 3.

Table 3: Participants demographics in each condition.

Worksheet Group Game Group

Gender

Male 41.7% 28.0%
Female 58.3% 72.0%
Non-Binary 0.0% 0.0%
Education

College Grad 8.3% 25.0%
College Undergrad 91.7% 75.0%
Major

Physical Sciences 5.6% 0.0%
Biological Sciences 13.9% 8.3%
Social Sciences 16.7% 8.3%
Data Science 27.8% 33.3%
Engineering 27.8% 38.9%
Not Specified 8.3% 11.1%

5.3 Analysis Metrics and Method

In this section, we present the design of assessment rubrics, and
the analysis method for our study.
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Read the
worksheet

Figure 6: User study experiment design.

5.3.1 Design of Evaluation Metrics. Developing assessment rubrics
to quantify learning outcomes for privacy education presented two
key challenges: the lack of standardized evaluation methods and
the need for consistent scoring across evaluators. Our initial rubric
assessed privacy design competency using 1-5 scales across four
criteria: data minimization, transparency, purpose specification,
and data accuracy. However, pilot testing revealed significant limi-
tations with this approach - even when experts identified similar
improvements in designs, they often assigned different scores due
to subjective scale interpretation.

To establish a more standardized assessment, we developed a
rubric with binary scoring (0 or 1) across three key dimensions:
Design Detail, Technical Feasibility, and Stakeholder Respect, cov-
ering the three barriers described in Section 3.1. Design Detail
evaluates how thoroughly participants think through and articulate
each data action, from collection to usage. Technical Feasibility
assesses whether the proposed design can effectively answer the
data practice scenario through appropriate data collection and anal-
ysis methods. Stakeholder Respect examines privacy protection
measures, including regulatory compliance, user communication,
security considerations, and stakeholder management.

We created specific yes/no/not applicable questions for each di-
mension through an iterative refinement process. Two authors first
collaborated to develop initial assessment questions for each dimen-
sion. Using the draft rubric, these authors then independently eval-
uated all pre- and post-intervention designs. After completing the
evaluations, the authors discussed potential improvements in the
rubrics based on the scoring discrepancies. Then, the two authors
re-evaluate all designs independently using the updated rubrics.
We continuously refined the rubric criteria until they established
consistent evaluation standards. We conducted three iterations in
total.

This iterative process helped us transform subjective criteria
into concrete questions. For example, rather than asking vague
questions such as “Is there transparency in this design?”, we now
ask concrete questions like “Assuming the best data analysis method
is used, can the obtained data address the data practice scenario? e.g.,
Is the data complete and accurate? Are there potential biases in the
data collection? Does the data provide sufficient detail for analysis?”
Table 4 presents our complete assessment framework, detailing
specific criteria and evaluation guidelines for each dimension.

To validate our rubric’s reliability, we asked two independent
privacy experts (two PhD students with 3 years experience in us-
able privacy research), blinded to the experimental conditions, to
evaluate the 144 designs, 2 designs each from the 72 participants.
For each dimension’s assessment questions, raters provided cat-
egorical responses (0 = No, 1 = Yes, NA = Not Applicable). We



Panopticon: The Design and Evaluation of a Game that Teaches Data Science Students Designing Privacy

calculated agreement by comparing the alignment of categorical
responses across all questions and designs. We considered two re-
sponses aligned only if both raters assigned the same categorical
value. We assessed inter-rater reliability using Cohen’s kappa co-
efficient, achieving [k = 0.84]. A kappa score above 0.8 indicates
strong agreement in fine-grained quality assessments [50]. Experts
resolved evaluation disagreements through discussions after com-
pleting all independent ratings.

5.3.2  Analysis Method. We implemented a two-phase analytical
approach to evaluate the efficacy of different interventions in im-
proving participants’ design skills and understanding of privacy
designs. First, we conducted a linear mixed-effects regression anal-
ysis to assess the overall impact of interventions on privacy design
quality, accounting for individual participant variations. For each
design, we calculated the final score by averaging two indepen-
dent expert ratings, where each rating represented the ratio of
met criteria to total applicable criteria. The linear mixed-effects
model employed these averaged privacy design scores as the de-
pendent variable, treating intervention type (Game or Worksheet),
demographic characteristics, educational background, prior domain
knowledge, and scenario presentation order as fixed effects. Since
each participant contributed two design scores, we controlled for in-
dividual differences using a random effect. For categorical variables,
we applied dummy coding, with N-category factors represented by
N — 1 dummy variables. We employed only a single dummy vari-
able for gender (Male = 1, Female = 0) since no participant reported
themselves as non-binary.

Second, we examined criterion-specific improvements within
our three dimensions. For each criterion, we documented the pre-
and post-intervention average scores for both Game and Worksheet
groups, calculated the mean magnitude of improvement. Given that
the pre-game scores were not normally distributed (Shapiro-Wilk
test p = 0.007), we applied Mann-Whitney U tests to compare
privacy design scores for each criterion before and after the inter-
vention.

5.4 Quantitative Results

The linear mixed-effects regression analysis (Table 5) revealed
that the game intervention had a significantly positive effect on
privacy design scores (bgame = 0.207, p < 0.001), while tradi-
tional worksheet-based education showed no significant effect
(bworksheet = 0.010, p = 0.067). The intercept coefficient (0.402) rep-
resents the model’s baseline prediction when using the reference
group for each categorical variable (e.g., female, undergraduate).
Fixed and random effects in the model accounted for 56% of the
variance in privacy design scores (conditional R-squared = 0.56).
Additionally, the order factor (TF vs. FT) showed no significant
impact on privacy design scores, indicating that randomization
effectively controlled for potential differences in the difficulty of
the two scenarios.

To understand where these improvements occurred, we analyzed
the impact across three key dimensions: Design Detail, Technical
Feasibility, and Stakeholder Respect (Table 6). Within each dimen-
sion:
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e In Design Detail, the game group showed significant improve-
ments in three criteria. Most notably, Data Processing Articu-
lation improved by 0.458 (p < 0.001) and Data Usage Articula-
tion by 0.333 (p < 0.001). The worksheet group demonstrated
statistically significant improvements only in Data Collection
Articulation (improvement = 0.236, p < 0.001).

o For Technical Feasibility, both Data Accuracy (improvement
=0.222, p < 0.05) and Analysis Method Effectiveness (improve-
ment = 0.264, p < 0.01) showed significant gains in the game
group. The worksheet group’s improvements were minimal (0.083
for both criteria) and not statistically significant.

e In Stakeholder Respect, participants demonstrated significant
improvements in User Understanding (improvement = 0.278, p <
0.01) and Security Risk Consideration (improvement = 0.153, p <
0.05). While both groups showed negative trends in Stakeholder
Consideration, the game group’s smaller decline (-0.083 for the
game group vs. -0.375 for the worksheet group) suggests that
the interactive game session may help mitigate deterioration in
stakeholder awareness.

When examining aggregate improvements across these dimen-
sions (Figure 7), the game group consistently outperformed the
worksheet group. The game group’s improvement of 0.331 in De-
sign Details (95% CI [0.196, 0.304]) more than twice the worksheet
group’s improvement of 0.138 (95% CI [-0.045, 0.309]). For Techni-
cal Feasibility, the game group achieved an improvement of 0.243
(95% CI [0.129, 0.374]), while the improvement in the worksheet
group was not statistically significant. Although improvements in
Respect for Stakeholders were more modest in the game group
(improvement = 0.138, 95% CI [0.066, 0.220]), the worksheet group
showed no significant improvement (-0.029, p > 0.05). The game
group also maintained more consistent performance, reflected in
their narrower confidence intervals.

Overall improvement across all dimensions revealed that the
game group achieved a mean improvement of 0.236 (95% CI [0.176,
0.296]), representing a 354% increase compared to the worksheet
group’s 0.052 (95% CI [0.003, 0.098]). A Wilcoxon test confirmed
highly significant improvements for the game group (p = 4.40e—06),
while the worksheet group’s improvements were not statistically
significant (p = 0.076).

5.5 Qualitative Results

Our quantitative results demonstrate that Panopticon significantly
improved participants’ privacy design scores across all assessment
rubrics dimensions. To understand how Panopticon achieved these
improvements, we analyzed participants’ pre- and post-intervention
designs. We found that the integration of peer critique mechanisms
and opportunities for iterative refinement guided participants to
three key improvements: enhanced attention to detail, increased
technical feasibility in designs, and more empathy towards stake-
holders. These key improvements explain the quantitative dispari-
ties observed between interventions in Table 6.

Increased awareness of design details. Participants in the
game group showed improvement in specifying detailed elements
at each stage of privacy design (Figure 8). For example, one par-
ticipant’s pre-game design for the Finance app scenario merely
stated showing spending in category & overall sum, omitting details
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Table 4: Rubrics for privacy designs. The rubric assesses privacy designs across three key dimensions: Design Detail, Technical
Feasibility, and Stakeholder Respect. Each dimension includes 2—4 specific questions, to which raters provide categorical
responses (Yes, No, or Not Applicable) based on detailed descriptions, achieving 84% agreement.

Criterion

Description

Design Detail

Did they articulate how to collect the data, if it
involves data collection?

What data is being collected/stored? Who is the data observer? What is the data
subject? Why is the company collecting/storing the data?

Did they articulate how to process the data, if it
involves data processing?

What is the raw data? What is the derived data?

Did they articulate how to share the data, if it
involves data sharing?

Why does the sender share the data? Who is the sender? Who is the recipient? Who
will have access to the data for usage?

Did they articulate how they would use the data
if it involved data usage?

What decisions or actions will the data inform? What is the potential impact of using
the data on individuals or systems?

Technical Feasibility

Assuming the best data analysis method is used,
can the obtained data address the research ques-
tion?

Is the data complete and accurate? Are there potential biases in the data collection?
Does the data provide sufficient detail for analysis?

Assuming the best data is collected, can the cho-
sen method answer the research question?

Does the method align with the research goals? Is the chosen method appropriate
for the type of data? Are there assumptions made by the method that need to be
addressed?

Stakeholder Respect

Are the data collection, processing, sharing, and
usage practices compliant with relevant laws and
social norms?

Are the data collection, processing, sharing, and usage practices compliant with
relevant laws and regulations (e.g., GDPR, HIPAA)? Do the potential benefits of the
research outweigh the risks to the participants? Is the data collection limited to what
is necessary for the project’s stated objectives?

Did they ensure that users can clearly understand
how their data will be collected, processed, and
used in the design?

Is explicit consent obtained from users to collect and process their data? Will users
fully be aware of how their data will be collected, processed, and used? Will data
collection processes and purposes be clearly communicated to users?

Did they consider potential security risks such as
hacking?

Are adequate security measures (e.g., anonymization, dropping sensitive info) in
place to protect data from unauthorized access? How are potential security threats,
such as hackers, accounted for? Is there a contingency plan in place to respond to
data breaches?

Did they account for other stakeholders involved
in data handling, if it involves other stakeholders?

Who are the other stakeholders involved in the process? How are their roles and
responsibilities clearly defined and monitored? How are agreements with third
parties enforced to ensure data protection?

like data collection frequency and specific categorization methods.
Their post-game design for the TikTok scenario demonstrated sig-
nificantly more detail by specifying precise data points like Age,
relationship lengths, gender and establishing detailed experimental
procedures with Control Group: users without co-watching features
and Experimental Group: group includes users with co-watching fea-
ture.

Another participant started with a simple pre-game design for
the TikTok scenario that only stated experimental actions with
minimal detail (two sets of long-distance couples and compare the
break-up rate). After playing our game, their design for the Finance
app scenario incorporated specified more details across all stages:
collecting specific user information like user’s daily spends and
users’ view history; and implementing clear data processing steps to
filter out users who buy totally different things during the two periods.
We noted that this improvement in increased level of detail can be
attributed to Panopticon’s peer critique mechanism, as participants
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reported: “(B)y giving and receiving the critique, we get to realize
the details we need”

In contrast, worksheet group participants showed weaker im-
provement in the level of detail. As seen in Figure 9a, their pre-
worksheet response to the Finance app scenario simply stated fetch
the data with known information and population, identify useful
data or label with importance level, without specifying what con-
stitutes known information or how to determine data importance.
Their post-worksheet design for the TikTok scenario (Figure 9b)
remained similarly vague with statements likecollect the basic infor-
mation of the population accessing the survey. We found worksheet
participants, who did not receive peer feedback, continued to strug-
gle with specifying concrete implementation steps.

Increased practicalities in designs. As some participants re-
flected, “In terms of data collection, before participating in the
experiment, feasibility was basically not considered. After partici-
pating in the experiment, these aspects were taken into considera-
tion” We noticed that the game group considered more practical
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Table 5: Coefficients and p-values for the linear mixed-effects
regression. A positive coefficient with a small p-value indi-
cates that the factor increases the privacy design score. The
game intervention significantly increases participants’ pri-
vacy design scores by 0.207, whereas the worksheet interven-
tion does not lead to a significant improvement.

Variable Name Coefficient P-value
Group: Game 0.2069 <0.001"*
Group: Worksheet 0.0999 0.0672
Intercept 0.4019 < 0.001**
Gender: Male 0.0117 0.0796
Education: Master’s Degree 0.1133 0.1054
Prior Knowledge 0.0083 0.6938
Order: TF -0.0393 0.3986
Scene: T -0.0351 0.2719
Major: Data Science 0.0066 0.9271
Major: Engineering 0.0023 0.9780
Major: Not specified -0.1340 0.1441
Major: Physical Sciences 0.0477 0.6827
Major: Social Sciences 0.0340 0.7203
Random Effects 0.7686 0.0569

Conditional R? = 0.56
Note: *p < 0.05, ** p < 0.01

Improvement in Design Evaluation Across Groups
(Error bars represent +1 Standard Error (SE))

0.331%* 1 Worksheet Group
0.4 _ ZA2 Game Group
0.243%
77— 0.236%*
2 03 [
g //ﬁ/ 27
o 0.138% 0.138*
2 02
[] /"
IS
0 0.049 0.052
2 o1
E
-0.029
0.0
-0.1 - -
Design Technical Respect for Overall
Details Feasibility Stakeholders

Notes: * p < 0.05 **p < 0.01

Figure 7: Participants in the game group showed greater im-
provement across all three dimensions compared to those in
the worksheet group.

applications in their post-designs, that is, whether the obtained
data and method can answer the data practice scenario (Figure 8).
For instance, the pre-game design of one participant for the Finance
app scenario showed a basic structure that didn’t clearly establish
how to measure the effectiveness of categorized spending (either
observe by units or divide by spending sectors by dollar value). Their
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post-game design to the TikTok scenario included a clear experi-
mental methodology by establishing control and treatment groups
and specifying how to measure outcomes (Compare how break-up
rate change between the two groups).

Similarly, in Figure 2a, the participant’s pre-game design embed-
ded a simplistic approach with Options for user - either they can
choose to user by category or view in details. The decisions last for 6
months and compare between groups without specifying what data
would enable this comparison or how to measure outcomes. Their
post-game design (Figure 2b) demonstrated improved technical
practicality by establishing a clear data collection strategy (collect
their relationship status, intimacy level through answering question
and assigning scores), specifying data processing steps (aggregate
by intimacy level and amount of time spending watching videos to-
gether (0-5 hrs, 5-10 hrs etc)), and articulating how to assess the
data practice scenario (Ask the same question about intimacy level
every two months and measure increase/decrease in breakup rate).

We observed that the worksheet group continued to struggle
with technical feasibility in their designs. In Figure 9a, their pre-
worksheet design of the Finance app scenario included vague ana-
lytical goals like discover the relationship between collected data and
make a conclusion without specifying what relationships to analyze
or how to measure them. Their post-worksheet design, answering
the TikTok scenario (Figure 9b), showed minimal improvement
in accurately answering the data practice scenario. Their design
maintained ambiguous data usage steps like discover the findings
by analyzing the relationship between data and control variables for
different finding without defining what specific relationships or
variables would effectively answer the data practice scenario.

More empathy towards stakeholders. We found that the game
group also increased awareness for user privacy and transparency
in their post-game designs. Compared to the worksheet group, more
participants in game group reported that “protecting user privacy
and anonymization is essential during data processing phase.” For
example, in Figure 2a, a participant’s pre-game design only focused
on technical steps like Replace the name of the users by their id. After
playing the game, their design (Figure 2b) demonstrated enhanced
user empathy by: (1) Starting with Consent from user to participate
before any data collection; (2) Adding privacy protection steps like
Filter out users who are not in relationship and Assign ID to each
user and their partner; (3) Clearly communicating data usage by
specifying measurement intervals (every two months) and metrics
(intimacy level through answering question). Another participant
evolved from vague purpose statements in their pre-game design to
clear specifications of how user data would be handled: within each
group, form control & treatment groups and clearly disclosing the
purpose Compare how break-up rate change between the two groups.

The worksheet group’s designs remained technically focused
without addressing stakeholder concerns. As shown in Figure 9c,
merely stating Remove sensitive information and share with pub-
lic without considering whether such sharing was necessary or
justified. Their post-worksheet design for the TikTok scenario (Fig-
ure 9d) showed only surface-level progress in privacy considera-
tions. While they maintained the idea of Remove sensitive informa-
tion and share data collected to public and added Form essays etc.
to reach conclusion as their purpose, they still didn’t question the



Proceedings on Privacy Enhancing Technologies 2025(3)

Tian et al.

Table 6: Improvement in each assessment criterion. We calculate the mean improvement by averaging the differences in privacy
design scores before and after the intervention and apply Mann-Whitney U tests for comparison. The game group shows
significant improvement in 7 out of 10 criteria, whereas the worksheet group does not show significant improvement in any

criterion.
- Worksheet G G G
Dimension Assessment Criteria OTRSheet LToup ame Toup

Improvement p-value Improvement p-value

Data Collection Articulation 0.2361 0.0040** 0.2083 0.0172%
Desien Detail Data Processing Articulation 0.1250 0.1167 0.4583 0.0000***

& Data Sharing Articulation 0.2000 0.2014 0.1607 0.2910
Data Usage Articulation 0.0139 0.4404 0.3333 0.0004***

Technical Feasibilit Data Relevance 0.0972 0.1739 0.2222 0.0137~
Y Analysis Method Effectiveness 0.000 0.4831 0.2639 0.0018

Compliance with Laws 0.0139 0.4876 0.0139 0.2949

User Understanding 0.0139 0.2773 0.2778 0.0038**

Stakeholder R t oo - . "

ARENOIAC BESPECE Security Risk Consideration -0.0972 0.8615 0.1528 0.0379

Stakeholder Consideration -0.1250 0.6949 -0.0833 0.6743

Note: * p < 0.05, ** p < 0.01, ** p < 0.001

Data Collection: collect data from frequent uses (expel those not familiar or use it in very
low freq.) including using time, freq (how many/day), how often do they check.
their account, former saving rate, different categories distribution.
classify according to age, sex, career, etc,.

Data Processing: in different groups, show half of them categories in more reachable
format, as the experimental group. the remaining half would be control group.
collect data & analyze the trend.

DATA COLLECTION
Increased Empathy
Collect consent from users if
they are willing to share

DATA PROCESSING

More detail
o filter out those who
don’t save money

filter useless data, e.g. those who drop using the app or contains unusual
data (accidental spends)
Data Sharing: Get data from shopping app (if allowed)

to give T ions to users

Data Usage: use the

(a) P-G7’s pre-game privacy design.

ups.
1.Data Collection: find out the break up rate of long-distance couples from interviewing
formal studies or internet questionnaires.

Storage: classify info & store them based on their resources and different situations

percentage

Data Collection:
* select____of long distancing couples,
separate into two groups, randomly
d them to either using the co-
watching feature or not.

* after time, collect the number of break

Data Processing:
* use the break up number divided by total

number of couple to see which has a higher

their info and being
participants to the study.
Account info (ID, balance, ...)
Transaction info (amount,
categories)
User info (age, gender, ...)
More detail
Split users into two groups:
o one view spendings in
categories (experimental)
o the other view as
individual spending
(control)
o keep track for 3-6 months

(balance 0, always got
income)

use total spending
divided by initial balance
to calculate the savings
rate

« record data every month

Provide different kinds of co-! ing entertail app to long-di: e couples
for different duration of time. record their responses and relationship status
More detail

at different stages

2.Data Processing:[anonymization of the data JERISZ-ERNET

compare the break-up rate of long-distance couples w/ or w/o using the apps

3.Data Usage: Make conclusions from the data and set a standard model of

quantifying the reduction results

(b) P-G7’s post-game privacy design.

(c) P-G30’s pre-game privacy design.

DATA USAGE
« compare the average saving rate trend from the 1st
month to the last month and see if there’s difference
between thetwo groups

(d) P-G30’s post-game privacy design.

Figure 8: Pre-/Post-game privacy designs. Participants in the game group improved by providing more details on data collection
(P-G7, P-G30), processing (P-G7), and usage (P-G30), enhancing technical feasibility (P-G30), and demonstrating better respect
for users by clearly defining how the data would be collected, processed, and used (P-G7). The game group shows greater
improvement in privacy design skills compared to the worksheet group (Figure 9).

necessity of public data sharing or consider the potential privacy
implications of sharing relationship data, even in anonymized form.

5.6 Participants Feedback

The post-study interviews revealed that Panopticon successfully
maintained player engagement throughout the learning process.
Multiple participants described the game as fun, which enhanced
their learning experience. For example, P-G20 stated, “the game
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is really interesting” in the exit survey. P-G4 reflected that “learn-
ing how to do privacy designs with a board game makes me more
willing to learn privacy designs” Other behavioral indicators also
showcased how engaging the game was. Of the 36 players, 26 (73%)
spontaneously asked if they can continue beyond the planned 40-
minute time limit. By the end of our fourth session, P-G10, P-G11,
and P-G12 insisted that they “want to play the game for a few
more rounds.” Beyond the game’s entertainment value, post-study
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1. Data Collection: collect saving rates before and after
the categorization of transactions applied to the app

2. Data Processing: fetch the data with known
information and population, identify useful data or label
with importance level

3. Data Usage: discover the relationship between
collected data and make a conclusion

feature
(a) P-W2’s pre-worksheet privacy design.

Data Collection: collect data (personal)
or survey to collect participants information saving rate before experiment
Data Processing: The change in saving rates (1 month/3 months/6 months/1 year)
after the feature is added $2? }?
survey again, remove invalid responses
calculate changes in saving rates
compare with users who did not use the feature
Sharing: Remoyve sensitive information and share with public
Usage: The change in saving rates before and after the feature is added
Compare the group which used the feature with the group which did not use the

1. Data Collection:
* collect data using a suryvey to collect the status of

(c) P-W5’s pre-worksheet privacy design.

relationship of long-distance couples before and afte
the feature applied
¢ collect the basic information of the population

Collection: Find long-distance couples

accessing the survey

2. Data Processing:

More detail Collect info.(e.g. how.long have they been together, frequency of arguments) as baseline
survey / interview etc More detail

¢ clean and fetch the data with complete entries
* categorize data collected, group by user’s info
3. Data Usage together”)
« discover the findings by analyzing therelationship
between data
* control variables for different finding

(b) P-W2’s post-worksheet privacy design.

Processing:Remove obviously invalid responses (Did not use feature/did not use frequently)

Group by frequency of using the feature(can‘also’be “How long-have they.been

Usage: Compare changes before and after using the feature
(Did they break up? /Change in frequency of arguments/change in'their feelings)
Exclude irrelevant factors that confound changes:in data results

Sharing: Remove sensitive information and share data collected to public

Form essays etc. to reach conclusion

(d) P-W5’s post-worksheet privacy design.

Figure 9: Pre-/Post-worksheet privacy designs. P-W2 shows improvement by providing more details on data processing, while
P-W5 demonstrated the same level of privacy design skills before and after reading the worksheet. The improvement in the
worksheet group is relatively marginal compared to that in the game group (Figure 8).

interviews also highlighted the game’s ability to facilitate struc-
tured thinking under time constraints. As P-G35 noted, Panopticon
“pushes me to think and capture ideas in a short period of time.”

6 Discussion and Future Work

6.1 Potential Game Adaptions

The rules of Monopoly have many variations, as players often
improvise to suit their needs and contexts [41]. Similarly, future
educators may also adapt Panopticon in various ways.

The number of players in Panopticon. Our current evalu-
ation focuses on the 3-player setting. However, Panopticon can
potentially work well for different group sizes. Students may play
the game in a solo setting [41], making the game like a rubber
duck debugging session [85]. The main advantage of increasing the
number of players is to increase the diversity of design critiques.
However, one key challenge in multi-player settings (e.g., 6 players)
is minimizing players’ idle time. To mitigate this issue, we may
allow players to critique and revise their designs asynchronously
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without blocking other players. Or we may allow players to cri-
tique the triggered data practice design collectively, fostering a
collaborative learning environment.

When to use Panopticon? The ideal use case of Panopticon
is an in-class activity in a middle-sized classroom, with a lecturer
covering around 20 students. So, six groups would play the game si-
multaneously, and the lecturer could roam between groups to score
the critique quality. A game session can last around 45 minutes,
similar to our study design. Based on our study, participants, on
average, will create 2 data practice designs, raise 4 critiques, and
revise their designs 4 times.

Who can score critiques? One alternative design involves
allowing players to score the critiques. For instance, in a three-
player setup, the third player, who neither creates nor critiques the
design, could take on the role of a judge. We did not choose this
design, since we believe learning is more effective when supported
by a trustworthy feedback mechanism. However, this player-as-
judge design might be useful in a resource-constrained setting, e.g.,
a Massive open online course (MOOC) for privacy engineering.
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6.2 Privacy Design Communication

We developed the design worksheet to facilitate effective commu-
nication of privacy design concepts. During the initial pilot tests,
we observed that participants struggled to articulate the privacy
design ideas they had in mind. Despite repeated reminders, some
participants continued to focus on designing generic data science
experiments rather than addressing privacy-related design deci-
sions. Future research could explore alternative communication
methods tailored specifically for privacy design.

6.3 Panopticon Playability

One potential approach to evaluate the playability of their games
is through self-reported entertainment scores. However, previous
research has shown that self-reported data can be biased toward
experimenters’ preferences [22]. We did not collect self-reported en-
tertainment scores in our study. Instead, we looked for participants’
behaviors and spontaneous feedback, which may suggest strong en-
gagement with Panopticon. We observed that during game sessions,
participants remained engaged even when waiting for others to
develop privacy designs: they were either planning improvements
to their own designs or preparing critiques of others’ work. Addi-
tionally, 26 out of 36 (73%) players expressed interest in continuing
beyond the planned 40-minute time limit.

6.4 Privacy-first Idealism in Panopticon

The privacy-first idealism in Panopticon does not perfectly reflect
the real world. In reality, users adopt services for various reasons
beyond privacy. Developers often must consider multiple factors in
their design decisions, including regulatory constraints, conflicting
stakeholder needs, and system integration challenges [7, 47].

We use this ideal setting to simplify the tasks since reflecting a
comprehensive service design can take much longer than a class
activity setting [11, 15, 74, 76, 81]. To minimize the dependencies
on the other factors, we designed all the tasks as designing data
science experiments rather than designing complete apps/services.

The current prototype of Panopticon allows students to practice
privacy design in a controlled setting before engaging with more
complex environments. This approach is similar to how language
learners build foundational skills through structured exercises be-
fore engaging in real-world conversations [8]. Through Panopticon,
we aim to help students develop a systematic and fundamental
understanding of key privacy considerations. Future work could ex-
plore game scenarios that gradually introduce trade-offs, enabling
students to transition from controlled settings to real-world privacy
design challenges. For example, players could focus on a specific
data practice in a workshop setting, iteratively refining its design.

6.5 Evaluating Privacy Designs

Evaluating privacy designs remains an open challenge due to the
complexity of privacy trade-offs, the evolving nature of threats, and
the diverse needs of stakeholders. Unlike security, where breaches
provide clear failure points, privacy violations are often subtle,
context-dependent, and difficult to quantify. Existing evaluation
methods, such as expert reviews [53], user studies [28, 88], and
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vignette surveys [35], each have limitations in capturing real-world
implications.

We employed a relatively lightweight method that allows teach-
ers to evaluate privacy designs within the game. However, this
approach has limitations, including the subjectivity of assessments
and delays in the evaluation process. Future work could explore
alternative methods, such as using large language models as a
judge [89], to reduce evaluator subjectivity and latency.

6.6 Evaluating Learning Outcomes

Evaluating the learning outcomes of a new intervention is a well-
documented challenge in education research [86]. The learning
outcomes can be in multiple forms, such as knowledge gains, skill
development, and conceptual understanding. The current proto-
type of Panopticon focuses on privacy design skill development in
three aspects: (1) articulating precise design decisions, (2) anticipat-
ing the potential implications of design choices, and (3) balancing
technical practicality with privacy requirements. We compared the
game group with the individual worksheet group to understand the
improvement in learning outcomes. Note that the worksheet ap-
proach is only one of the learning interventions today. Future work
may look into other learning interventions, such as lecture-based
teaching [70] and discussion-based learning [75].

6.7 Competitive or Collaborative Game

Our experiments with Panopticon revealed that players predom-
inantly engaged in collaborative gameplay rather than directly
competing against each other to win. Initially, we were concerned
that players might collude to exploit the rules or deliberately pro-
vide malicious feedback, regardless of the quality of the privacy
designs. However, our findings showed that nearly all participants
prioritized critical thinking about privacy designs over gaining
individual data points. As a result, the data points became a byprod-
uct of their gameplay rather than the primary objective. Future
research could explore more collaborative game designs [84] for
privacy education. One example is a privacy escape game, where
participants work together to analyze privacy risks in real-world
scenarios within a time limit.

7 Conclusion

In this paper, we introduce Panopticon, an educational board game
that helps data science students learn the skills of designing privacy-
sensitive data practices (i.e., designing privacy) with fun. We used
two learning science principles, peer learning, and formative feed-
back, to guide the game design. We evaluated the game through a
user study with 36 players (i.e., 12 game sessions) and compared
their learning outcomes to a control group (n=36) who learned
privacy design through paper content. Our results suggest that
Panopticon increased the learning outcomes by 354%, with signifi-
cant improvements in all three dimensions.
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Table 7: We designed 2 data practice scenarios for each digital service type. Each prompt contains a Context, a Challenge, and a
Hypothesis. These data practice scenarios help players practice communication of privacy design ideas.

Social

In the increasingly digital world of romance, dating apps have become a primary means for people to connect with potential partners. A
popular dating app currently features a matching page that displays user profiles with basic information such as photos, age, occupation,
and a short bio. Users can swipe right to express interest or left to pass. In an effort to gain a competitive edge and differentiate itself, the app
is exploring new ways to enhance its matching system and user experience. A social networking app is interested in knowing whether
displaying mutual connections on the matching page could increase the likelihood of successful matches.

Social media platforms offer a wide variety of text-based content, from short-form posts and status updates to longer articles and blog entries.
These apps typically include features such as infinite scrolling, personalized content feeds, like and share buttons, and comment sections. An
entertainment app is now interested in determining whether content with mostly positive connotations (such as success stories,
acts of kindness, or motivational quotes) or content with mostly negative connotations (such as critical news updates, societal
issues, or personal struggles) is more effective in increasing users’ engagement time.

Health & Fitness

Many fitness apps offer features designed primarily for younger, active users. These include personalized high-intensity workout recommen-
dations based on physical attributes and goals, extensive libraries of vigorous exercise videos, and customizable fitness plans emphasizing
rapid progression. Users can track detailed progress and integrate data from wearable devices for comprehensive health monitoring. In an
effort to expand its user base and promote inclusive fitness solutions, the app is exploring new ways to cater to diverse age groups and
fitness levels. A fitness app is interested in exploring whether the integration of age-specific fitness programs could encourage older
adults to engage in more regular exercise routines.

Fitness apps traditionally focus on longer, dedicated workout sessions, offering personalized high-intensity routines, exercise videos, and
tracking progression. These typically range from 30 minutes to an hour, often making daily exercise challenging for many users. However,
in an effort to address the growing health concerns associated with sedentary behavior, the app is exploring innovative ways to promote
physical activity throughout the day, beyond just these longer workout sessions. A fitness app is interested in exploring whether integrating
features that schedule fitness breaks (short periods of physical activity incorporated during working hours) can improve users’
overall productivity at work.

Productivity

Productivity apps typically focus on features like task management, goal setting, and time tracking, primarily catering to working professionals
or students. These apps often include calendar integration, to-do lists, and project planning tools. However, as the global population ages, a
significant challenge has emerged: loneliness and social isolation among older adults. Recognizing this growing concern and the changing
demographics, a productivity app is interested in exploring whether incorporating recommendations for local volunteer activities
can make older adults more active and engaged post-retirement.

Productivity apps commonly offer features like to-do lists, calendar integration, and goal tracking. These apps typically allow users to create
tasks, set deadlines, and receive reminders. Some include more advanced features such as time tracking, project management tools, and focus
timers. Despite the availability of various productivity tools, students often report that procrastination remains a barrier to their academic
success.

In light of this challenge, a productivity app is interested in exploring whether incorporating mandatory study scheduling features
can improve students’ academic performance.

Table 8: Scenarios used to evaluate participants’ privacy design skills.

Scenario Scenario Description

TikTok Scenario Short-form video platforms like TikTok typically offer individual viewing experiences, with features like person-
alized content recommendations, video playback, and social sharing options. Long-distance couples frequently
seek ways to build memories together, even when they cannot be physically present in the same location. This
desire for shared experiences despite geographical separation presents a unique opportunity for entertainment
apps. An entertainment app is interested in determining whether co-watching features can reduce the likelihood
of long-distance couples breaking up.

Finance App Scenario Peer-to-peer transaction apps like Venmo and Zelle have become essential tools for money transfers and
expense tracking. These apps provide users with comprehensive records of their financial transactions, offering
unprecedented visibility into personal spending habits. Recently, many have introduced automatic categorization
of transactions, allowing users to see an overview of their spending by category before diving into specific
details. A finance app wants to know if showing users their spending in categories and overall summaries helps
them achieve a higher savings rate compared to when users look at each transaction one by one.
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Table 9: Special action space exploration. We designed multiple sets of special action spaces throughout the design process.
Ultimately, we kept those that introduced extra opportunities for players to initiate or revise privacy designs and interact with
peers.

Special Action Description Status
Insightful Inquiry Ask other players for elaboration on one of the existing designs. Kept
Data Reboot Revise any of the owned designs without cost. Kept
Patent Piracy Claim any claimed/unclaimed digital service space on the board. Kept
Privacy Violation Skip one turn Discarded
Innovation Hub Receive 200 bonus data points. Discarded
Research Grant Draw a card to determine the amount of additional funding you receive (0-250 data points). Discarded
Regulatory Compliance  Draw a card determining penalties (0-250 data points) for compliance issues. Discarded
Regulatory Enforcement Move to Regulatory Compliance space and skip one turn. Discarded
Free Consultation Choose another player to give them advice on one of their data practices. Discarded
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